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Abstract In this article, we will discuss how compu-
tational social symbol grounding (i.e. how shared sets
of symbols are grounded in multi-agent models) can be
used to study children’s acquisition of word-meaning
mappings. In order to use multi-agent modelling as a
reliable tool to study human language acquisition, we
argue that the simulations need to be anchored in ob-
servations of social interactions that children encounter
“in the wild” and in different cultures. We discuss what
aspects of such social interactions and cognitive mech-
anisms can and should be modelled, as well as how we
intend to anchor this model to corpora containing fea-
tures of children’s social behaviour as observed “in the
wild” to mimic children’s (social) environment as reli-
ably as possible. In addition, we discuss some challenges
that need to be solved in order to construct the compu-
tational model. The resulting SCAFFOLD model will
provide a benchmark for investigating socio-cognitive
mechanisms of human social symbol grounding using
computer simulations.

1 Social symbol grounding

The research project we discuss in this paper aims to
investigate how children acquire form-meaning map-
pings in language, a question that relates to what Vogt
and Divina [36] have called social symbol grounding.
This, in turn relates to Harnad’s [13] symbol ground-
ing problem: How do seemingly meaningless symbols
(such as words or labels) become meaningful to a cog-
nitive agent (artificial or human) that uses these sym-
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bols? Vogt [33] has argued that, when we adopt Peirce’s
[21] semiotic definition of symbols, the solution essen-
tially boils down to the construction of a semiotic tri-
angle associating a form with a referent mediated by
an internalised meaning. Although this is a potentially
hard problem for an individual, the challenge becomes
even harder when such symbols need to be shared in a
communication system such as language. This challenge
is referred to as social symbol grounding. The general
aim of investigating social symbol grounding is to an-
swer the following question: What social and cognitive
mechanisms allow humans (or artificial agents) to as-
sociate publicly expressed forms (e.g., words) with the
referents that speakers intend? Acquiring such associa-
tions is extremely hard, because of three reasons: 1) It
may be unknown what the form refers to. 2) The in-
ternal ‘representations’ of referents (i.e. the meanings)
may not (nor need) be shared by the communicating
individuals [33]. And 3) the number of potential refer-
ents is theoretically infinite [22]. When learning word-
meaning mappings, this referential indeterminacy (i.e.,
the uncertainty as to what a word refers to) needs to
be overcome.

To illustrate this with an example adapted from
Quine’s [22] famous gavagai example, suppose you are
doing fieldwork in rural Mozambique where your infor-
mants only speak Changana – the local language that
you do not yet understand. When you arrive at a fam-
ily’s home and someone comes to you holding a chair
and says “utshama”, you do not know what this expres-
sion means. It can mean many things: ‘hello’, ‘welcome’,
‘how are you?’ or ‘nice weather today’. You may look
at this person expectantly, and perhaps acknowledge a
greeting. Only when this person puts down the chair,
gestures towards it and repeats “utshama”, you begin
to understand that utshama’s meaning probably relates
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to the chair; something like ‘here’s a chair’ or ‘please,
sit down’. In the social interaction with this person you
jointly coordinated attention on the chair, and this re-
duced the referential uncertainty of utshama.

Upon the first occurrence of utshama, the referen-
tial indeterminacy of this word was immense, though
common ground [8] concerning social practises upon
meeting people and the pragmatic situation of the en-
counter will have eliminated many unlikely meanings.
When the chair was placed in front of you and ges-
tured at, the set of potential meanings for utshama was
further reduced. However, a few more occurrences in
slightly different and/or more refined situations are re-
quired for you to learn that utshama is the third person
singular verb of sitting in the present tense. The cog-
nitive mechanism that could underlie the acquisition of
word-meaning mappings in different situations is cross-
situational learning [26].

Cross-situational learning is a straightforward mech-
anism that theoretically does not require any heuristics
for learning. It works based on multiple exposures of a
word in varying situations, where a word’s reference is
taken as the one that occurs in all (or most) of these
situations. There is growing evidence that children and
adults can and do use cross-situational learning [27,
28]. Moreover, as shown mathematically, the speed of
learning word-meaning mappings is non-linearly pro-
portional to the amount of referential uncertainty (i.e.
the number of referents that apply in a situation) [4].
However, computer simulations suggest that cross-situat-
ional learning can only explain human word learning
when referential uncertainty is substantially reduced
[34].

It is well established that humans use a variety of
word learning mechanisms (or heuristics) simultane-
ously to reduce referential uncertainty [29]. These word
learning mechanisms include constraints and biases, syn-
tactic cues, and social cues. Constraints and biases,
such as the whole object bias [30], mutual exclusivity
[18] or the taxonomic bias [17], are cognitive mecha-
nisms that describe ways to exclude potential referents
or add preferences to others. Sentential cues [12] make
use of information contained in the syntactic struc-
ture to guide attention towards a certain referent (e.g.,
knowledge of a certain verb can direct the listener’s
attention to an object on which the verb’s action is
applied). However, as the utshama example illustrates,
social cues obtained through social interactions, such as
joint attention [32] or providing feedback [7] are also es-
sential to establish common ground. The interaction be-
tween all these mechanisms provide a scaffold for learn-
ing language [40].

Various computational studies have investigated the
roles of proposed heuristics on vocabulary development
based on cross-situational learning [11,16,36,37,41]. These
studies indicate that different heuristics (e.g., mutual
exclusivity, principle of contrast, social/gestural cues,
joint attention or corrective feedback) have varying ef-
fects on the speed and success of word learning. For in-
stance, Kwisthout and colleagues [16] have shown that
different forms of joint attention as proposed by Car-
penter et al. [6] can reduce referential uncertainty to
different extents, thus influencing the learning speed [4,
34]. These findings suggest that when different heuris-
tics occur with different frequencies, then this would
have different effects on word learning.

Most of the studies that apply such heuristics do
so without being concerned with the statistical distri-
bution of how children experience them “in the wild”,
and those that do (e.g. [41]) compare the model’s vocab-
ulary development with that of different models. How-
ever, to assess the model’s plausibility more effectively,
the results also need to be compared with the vocab-
ulary development of the children whose input data
are modelled. Obviously, the studies mentioned have
contributed substantially to our understanding of the
(socio-)cognitive mechanisms that underlie social sym-
bol grounding, but they have not provided convincing
insights into how these mechanisms interact with each
other when humans use them to learn word-meaning
mappings. The two main reasons for this limitation are:
1) no computational model exists in which the interac-
tion between such mechanisms is studied, and 2) there
is the lack of a firm anchoring1 of models in concrete
empirical data of human symbol grounding so that a
comparison between the model and human performance
is impossible [35,38].

The CASA MILA2 project has been initiated to
bridge this gap. The aim of this project is to set up
cross-cultural corpora that describe scenarios for sim-
ulating infants’ language acquisition based on observa-
tions taken in their home environments. The corpora
will contain statistical properties with which certain
(social) behaviours occur, as well as frequencies of cer-
tain verbal and non-verbal cues. Agent-based models
will then be designed similar to those published in,
e.g., [16,37], which implement variants of Steels’ lan-
guage games [31]. The purpose of the present article
is to present the outline of the model that we envi-

1 In contrast to earlier notions of anchoring (e.g., [3,9]), we
will use this notion to speak about connecting or grounding
computational studies in empirical data. We use this term to
distinguish from (symbol) grounding.

2 Cultural And Social Aspects of Multimodal Interactions
in Language Acquisition.
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sion, called SCAFFOLD, thereby focusing on the dif-
ferent social interactions that infants engage in and the
non-verbal cues by which they reduce referential un-
certainty. These interactions and non-verbal cues are
based on the literature of child language acquisition to
develop a model that is consistent with children’s social
interactions.

2 Anchoring models in empirical data

2.1 Observations of infant behaviour

To anchor computer simulations in empirical data, we
require longitudinal corpora of infants’ behaviour in
their natural environment during daily activities. In
addition, we need estimates of these infants’ vocabu-
lary development. When testing our SCAFFOLD model
based on a given corpus from one infant, we expect
that this simulation would reveal a similar vocabulary
development as said infant. However, only provided the
model sufficiently implements the socio-cognitive mech-
anisms underlying word learning. Moreover, assuming
that there is a unifying cognitive model for word learn-
ing, the SCAFFOLD model should be able to explain
how individual and cultural differences between the ways
children interact with their social environments relate
to how these children’s vocabularies develop. So, when
simulating corpora from multiple infants, we would ex-
pect to obtain a similar correlation between input prop-
erties and vocabulary development as observed with
these different infants. Since no comparable resources
were found that fit the criteria we require, we decided
to collect the data ourselves from different cultures in
urban and rural Mozambique, and also in the Nether-
lands.

We chose to observe natural behaviour, because ex-
perimental studies only capture what a child learner
can do, but not necessarily what they actually do. For
instance, eliciting information from simulated play be-
tween caregivers and children may skew the observa-
tions considerably, because non-play activities are ig-
nored [19]. In addition, we are collecting data from
different cultures, because focusing only on data from
industrialised countries (e.g., the Netherlands) would
only provide us interactions as they occur in such a cul-
ture. However, language socialisation surrounding in-
fants differ widely across cultures [25]. For instance,
whereas industrialised cultures tend to have small nu-
clear families nowadays, many children in non-industrial-
ised cultures tend to grow up in extended families – of-
ten consisting of multiple generations, where it is the
norm for a child to have various caregivers (including

siblings) [5]. In such cultures, where language socialisa-
tion is often less child-oriented [25], one also observes
relatively more multiparty interactions [5], as well as
more bodily stimulation than cognitive stimulation [15].

We have videotaped infants’ natural behaviour lon-
gitudinally over one year when the infants where on av-
erage 13, 17 and 25 months old, which coincides more or
less with the period when they learn their first words.
We have collected data from 14 infants from each of
the Mozambican communities and from 12 infants in
the Netherlands. In addition, we have administered the
MacArthur-Bates Communicative Development Inven-
tory [10], adapted to the relevant local languages, to
assess the infants’ vocabulary development at each of
these ages. More details on the data collection methods
are described in [19,20,39].

From each video, we have annotated approximately
30 minutes in various dimensions. In particular, we coded
the infants’ attentional states [1,19], with whom the
infants interact, and verbal and non-verbal social cues
produced by and addressed to the infants [39]. Before
we present what information we have annotated and
how they will be used, we describe the envisioned SCAF-
FOLD model.

2.2 The SCAFFOLD model

The model will be extended from [37] and will con-
sist of a 2-dimensional world that simulates the typ-
ical household in which children grow up, containing
various objects (e.g., food, toys, furniture), places (liv-
ing room, kitchen, garden), animals (pets or small live-
stock) and agents. The agents perceive these items in
the world through feature vectors that describe the
objects in terms of, for instance, shape, colour, loca-
tion, etc. The number of objects, places, animals and
agents will be derived from the situations encountered
in the different observations. In particular, the num-
ber of agents in the household, as well as the maturity
of these agents, defines the social environment of the
infant. Where our observations from the Netherlands
typically involve only parent-infant dyads, the Mozam-
bican infants were filmed while various members of the
extended family were present.

We distinguish five different types of agents: infant
(the target of our study), peers (similar to infants, but
not a target), siblings (older immature agents), adults
(mature agents) and (a) primary caregiver(s) (mother
and/or father). The linguistic and behavioural com-
petence of agents will depend on the maturity of the
agents: primary caregivers and adults will have full lin-
guistic and behavioural competence (i.e. they will be-
have appropriately following rules to be designed); sib-
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lings will have complete linguistic and behavioural skills,
but may use them inappropriately; peers and infant will
have no linguistic competence and only rudimentary
behavioural skills at the start of the simulations. Their
linguistic competence will be acquired during the sim-
ulation by engaging in language games. The number of
agents in the simulations and the frequency of social
interactions with the different types of agents, as well
as groups of agents, will be determined based on the
observations.

Social interactions in which infants can learn word-
meaning mappings are based on the language game
model (cf. [31,36,37]). A language game is situated in
a certain context, which contains visible objects, ac-
tions and possible internal states. From this context,
a speaker agent determines a topic for communication,
searches his linguistic memory for a way to produce
an utterance, and upon hearing the utterance, the ad-
dressee will try to infer the utterance in light of the
context. When the addressee is an infant, this agent
will attempt to acquire the correct word-meaning map-
pings based on the utterance and the context. The ac-
quisition of word-meaning mappings proceeds through
cross-situational learning by increasing usage frequen-
cies between the uttered word(s) and the meanings of
items in the learning context. However, when this con-
text contains many items, there is a lot of referen-
tial uncertainty. Various word learning strategies will
be implemented that reduce the size of the context,
thus forming a scaffold from which the cross-situational
learning mechanism will proceed (cf. Figure 1).

2.3 Social interactions

2.3.1 Engagement levels

The agents will be implemented such that they are in
a certain attentional state that controls the way they
behave. In these states, agents can act solitarily or so-
cially. The actions they can perform include: move for-
ward, turn left/right, pick up, put down, give, take, play
or eat objects. In addition, agents can perform social
actions, such as kiss, hug, hit, gesture and talk.

To implement behaviour typically observed among
children, we adopted Bakeman and Adamson’s [1] at-
tentional states, called engagement levels. To account
for observed behaviour that did not fit within Bakeman
and Adamson’s original categories, we extended cate-
gorisation with two additional levels: Observation and
Shared joint attention. The reason for adding these two
levels was that the original categorisation was based on
observations of simulated play, while our analysis of ob-
served natural behaviour revealed there are additional

Fig. 1 The SCAFFOLD model. (JA stands for joint atten-
tion.)

attentional states that occur beyond playing (see [19]
for a detailed explanation). The first four engagement
levels are states in which infants behave solitary, either
being Unengaged, Onlooking to other agents’ non-object
oriented behaviour, Observing another agent manipu-
lating an object, or manipulating Objects.

When encountering another agent (or group of agents),
the infant can enter one of five joint engagement lev-
els, which simulate different forms of social interac-
tions that control the language games. The first type
of joint engagement is called Persons, which are inter-
actions where the infant actively communicates with
one or more agents. These interactions are about some-
thing that either relates to a shared activity (e.g. play-
ing patty cake) or perhaps something more abstract or
distal, but not about any concrete external object or
event. When the interactions are about an external ob-
ject or event, the infant engages in one of the three
types of joint attention that we analysed: Passive joint
attention, Shared joint attention and Coordinated joint
attention. All involve the infant interacting with one
or more persons and all interactants share their atten-
tion to a third object or event. Passive joint attention
differs from the rest in that only one of the communi-
cation partners is aware that the attention is shared.
In Shared joint attention there is no overt mutual in-
teraction goal, which is present in Coordinated joint
attention. A mutual interaction goal is present when
intentions towards an object are shared (cf., [32]), for
instance when an object is exchanged. However, when
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someone is passing the line of sight of the interactants
who are both aware they share the attention and may
even comment on that event, there is no clear shared
intention and this, thus, classifies as Shared joint atten-
tion. Also interactions where the intention of one inter-
actant is not understood by the other are considered
instances of Shared joint attention.

As in [37], all social interactions involve a context,
such as visible objects, events (e.g., hugging, kissing,
hitting, gesturing, etc.), and internal states (e.g. being
hungry). The type of engagement level determines the
way the interactants focus their attention within the
context, thus constructing what we call a learning con-
text. If it is a Persons interaction, the topic is some ac-
tion or distal aspect, but not a concrete external object
or event. If it is a form of joint attention, the topic is an
object or concrete external event. Instances of Passive
and Coordinated joint attention interactions have pre-
viously been implemented in simulations [16,37]. The
way these were implemented yielded differences in the
extent in which referential uncertainties were reduced,
thus constructing learning contexts of different sizes.
Depending on the type of engagement level, the speaker
or addressee (either could be an infant or another agent)
can direct or follow the focus of attention either through
a verbal or non-verbal cue. For instance, in Coordinated
joint attention, the speaker (e.g., a sibling) may ask for
a particular toy verbally. When the addressee (e.g. the
infant) does not understand the speaker, she may signal
incomprehension non-verbally, after which the sibling
may repeat the request using a non-verbal gesture (e.g.
pointing) to direct the infants’ attention. Based on such
exchanges, the infant can reduce referential uncertainty,
thus facilitating cross-situational learning.

Challenges for implementing the various types of
joint engagement are: 1) defining natural chains of events
that constitute the different engagement levels, 2) ways
to control attention towards external objects and events,
and 3) to construct learning contexts for Persons inter-
actions in which no external object or event is present.

2.3.2 Social cues

It is widely believed that gestures help humans to con-
trol joint attention (e.g., [6]), and it has been shown
that the usage frequencies of gestures correlate to vo-
cabulary development [24]. So, to implement mecha-
nisms that control attention towards objects or events,
thus reducing referential uncertainty, we intend to simu-
late the use of gestures in communication. In our project,
gestures are defined as non-verbal social cues that draw
the attention of the communication partner to an object
or event. Based on the gesture literature (e.g., [24,42])

we annotate deictic gestures, such as eye-gaze, point-
ing, showing, offering, taking, and reaching for objects,
and non-deictic gestures, such as conventionals (e.g.
waving), iconics (i.e., mimicking some property of an
object or event), ritual interactions (e.g., turn-taking
games, such as patty cake, dancing, or other playful
communicative behaviour), and ‘embodiment’ (see [39]
for more details). The embodiment (or embody) gesture
[42] is an activity where, typically, the caregiver takes
control of the infants’ body to demonstrate motor be-
haviour, such as pushing the infant in a certain direction
or guiding their actions to facilitate an activity.

When implementing gestures, we need to define, as
realistically as possible, the extent to which the differ-
ent gestures allow the addressee to identify the intended
referent. For example, we need to take into account that
distal pointing will less accurately indicate a referent
than showing would. Even more challenging would be
to implement gestures that represent objects or events,
such as an iconic drinking gesture that may be used to
summon the addressee to drink. We are currently car-
rying out experiments to estimate how accurately hu-
mans can interpret eye gaze and pointing gestures from
different distances (cf. [2]). These experiments may be
further adapted to assess the accuracy of other types of
gestures, such as iconics.

Verbal interactions between infant agents and their
social environment are based on linguistic utterances
observed in the observations. To this aim, we have an-
notated all speech produced by and addressed to the
infants in the local languages (Changana, Ronga, Por-
tuguese and Dutch) with translations into English. How-
ever, instead of treating the utterances as a fixed set of
input to infants (as is common in computational mod-
els of language acquisition [11,41]), we will use them as
possible utterances produced by the competent speak-
ers (siblings, adults and mothers). The rationale behind
this is that the dynamics of the simulations are unpre-
dictable, partly because infants’ utterances depend on
their language learning.

2.4 Cognitive mechanisms

The social cues are aimed to reduce referential uncer-
tainty, but ambiguity may still persist. To further re-
duce the learning context (or scaffold), cognitive word
learning mechanisms that process constraints, biases
and sentential information will be implemented, as well
as mechanisms that control the way they are used.

The primary constraint is mutual exclusivity [18],
which children seem to use, and through which a mean-
ing is discarded from the context when it already is used
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to denote a word that did not form part of the utter-
ance. The model will also contain the whole object bias
[30] by which the learner will tend to associate novel
words to whole objects rather than features of objects.
Another bias that we intend to incorporate is the taxo-
nomic bias [17]. According to this bias, the learner will
prefer to map novel words to basic-level categories, such
as dog or cat instead of animal or German shepherd (cf.
[23]).

Sentential information will be applied to informa-
tion from words that occur in the utterance and whose
meanings are already established by the learner [12].
For instance, if the utterance is “eat apple” and the
learner may know the meaning of the word apple and
additionally knows what apples are typically used for,
he may discard actions that do not apply to apples.

To control the interaction between these cognitive
word learning strategies and the use of social cues, a
selection mechanism will be developed to decide which
strategies to use in a certain situation. The plan is to
develop a set of heuristics that takes the computational
processing complexity of the various strategies into ac-
count (the lower this complexity, the more favourable
the strategy), but which is constrained by the informa-
tion available to the agent. For instance, if there is no
referent in the context that has a known word, mutual
exclusivity cannot be applied. Also, strategies should
be applied with care. For example, mutual exclusivity
assumes there is no synonymy in the language, but lan-
guages contain many synonyms. Hence, it may be better
to implement mutual exclusivity as a bias rather than
a constraint.

In a way, the combined effort of social cues, con-
straints, biases and sentential information work like a
sieve to filter out irrelevant distracting items from the
context. The result of applying these strategies is a scaf-
fold that allows the learner to acquire the correct word-
meaning mapping.

When all word learning strategies are modelled, we
can simulate different infants interacting with their own
social environment as we have observed in our data
and monitor their language development. After run-
ning these simulations for a prolonged period, we can
compare the simulated vocabulary development with
that from the real infants. When the simulations pre-
dict the infants’ vocabulary development reliably under
all observed circumstances from Mozambique and the
Netherlands, we can suggest that the underlying socio-
cognitive model is a plausible model for human social
symbol grounding.

3 A long way to go

It will be a major challenge to design the SCAFFOLD
model such that simulations reveal similar results as
those observed in the three communities we studied. For
instance, after analysing the first results from Mozam-
bique, we found that infants’ vocabulary development
in the urban community are in line with what we would
predict based on previous modelling studies (e.g., [16]),
but the results obtained from the rural community are
not. In particular, we found that in the rural area the
amount of Coordinated joint attention at 13-months
correlates negatively with later vocabulary development
[20], which is in stark contrast to what was expected
based on the literature [6,32]. In addition, the amounts
of speech and co-speech gestures addressed to rural
infants at 13-months do not predict later vocabulary
development [39], as would have been expected from
Western studies [14,24].

To understand these differences, an even deeper anal-
ysis of the observed data is required, which can be
achieved using the SCAFFOLD model. For instance,
we can investigate the role of sibling caregivers in the
rural community, who interact increasingly more fre-
quently with the infants, and over time surpass moth-
ers as the most frequent interactant. When a realistic
model has been developed that can explain the findings
from one community, we need to assess the same model
for the other communities. If the model can replicate
observations found in those communities, we will have
convincing, but not conclusive, evidence that this is a
good model to explain human language acquisition.

It is beyond our expectations that such results will
be achieved with the first version of the model. It is
more likely that it will take years of testing many more
models, and/or refinements thereof, before convincing
evidence will be obtained. While revising the computer
model, we may be able to verify certain hypotheses of
why particular individual and cross-cultural differences
are observed. On top of that, the model will have to
be tested on more data from more cultures and social
classes than the three data sets we are currently devel-
oping. Moreover, to move beyond the one word stage,
additional data is required from older children to inves-
tigate the socio-cognitive mechanisms underlying the
emergence of grammatical constructions in language.

Once the SCAFFOLD model has been developed
and tested, the model and corpora will be made avail-
able as open source. This way, the data will provide a
challenging benchmark for anchoring and testing vari-
ous theories of children’s social symbol grounding.
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