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begun to prepare data, information, and 
knowledge for digital preservation. This is 
an important revolution: what used to lie be-
hind closed doors, accessible only to cura-
tors, can now be shared with the world with-
out harm to the physical objects. Another 
advantage of digitization is that information 
about the artifacts�that is, metadata�can 
be updated, checked, and maintained more 
easily than before.

To ensure that the digital representations 
of cultural heritage artifacts are trustworthy, 
the digitization process must result in high-
quality, high-�delity representations. How-
ever, researchers of cultural heritage data as 
well as curators and heritage data managers 
realize that the highest levels of quality are 
not always obtained in practice.1 When dig-
itized data contains errors, researchers �rst 
need to estimate the proportion of errors, or 
better still, resolve them, which is typically 
a process that can prove at least as costly as 
the digitization process itself; otherwise their 
research is based on �awed data. To a cura-

tor, an artifact can become useless for many 
purposes if the artifact�s provenance�that 
is, where the artifact comes from and who 
created it�is unknown. In general, a person 
searching the data with the goal of collecting 
complete and correct information typically 
can�t gauge the extent of data corruption. 
Precision errors (returned results that should 
not have been returned) may be obvious af-
ter inspection, but recall errors (results that 
should have been returned but are not) typi-
cally remain hidden. 

For example, consider a research project 
studying changes in the geographical distri-
bution of cylinder snakes in Sri Lanka. To 
obtain an idea of where and when specimens 
of this family of snakes have been collected 
in Sri Lanka, the user may query a database 
for the keywords �Sri Lanka� and the zoo-
logical family name. Now if some relevant 
database entries contain misspellings�for 
example, �Sri Lanca��the search won�t re-
trieve them. While a subset of simple typos 
can be dealt with by fuzzy string matching, 

As in perhaps no other �eld of the sciences and humanities, cultural heri-

tage practitioners are profoundly aware of the need to preserve artifacts 

and knowledge in sustainable ways to guarantee long-term access to heritage 

material for future generations. Only in the last few years have practitioners
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this is not possible for more serious 
errors�for instance, if the alterna-
tive (historical) name �Ceylon� is used 
for �Sri Lanka� or if the country in-
formation is wholly incorrect (for ex-
ample, �India�). Sometimes the ambi-
guity proves more subtle; consider the 
discovery that the painting Head of 
Man at the National Gallery of Vic-
toria, Melbourne, Australia, which 
art historians previously attributed to 
Van Gogh, turned out to be by one of 
his contemporaries. As this was only 
discovered in 2007, many resources 
still list the painting as created by 
Van Gogh. Digital resources are eas-
ily adapted to corrections of this type, 
contrary to printed documents. 

Fortunately, an increasing body of 
research concerns itself with the au-
tomatic cleanup of large databases.2�4

We describe a generic approach that 
utilizes robust � ndings from this body 
of research, and that is applicable to 
object databases typically found in 
cultural heritage � elds. We focus on 
the role of automatic database cleanup 
technology as a strong � lter, making 
the data-cleaning task feasible for the 
human expert (researcher, curator) by 
highlighting potential errors and in-
consistencies, which the expert can 
then manually check and correct. A 
certain level of automation is crucial 
for the cleanup task. In the case stud-
ies we present, the owners of the data-
base express an inability to manually 
check �everything;� indeed, scanning 
for errors in object databases tends 
to be more monotonous than manual 
data entry. Human intelligence in its 
limited bodily form is simply not � t 
for such tasks. Besides that, the man-
power to undertake such a project is 
typically not available, as only few 
people tend to have enough knowl-
edge about the data in question to per-
form this task�and these domain ex-
perts normally have limited available 
time. Our goal therefore is to limit the 
amount of manual correction work 
in producing trustworthy databases: 

our system can drastically reduce the 
amount of potential errors that an ex-
pert should have to inspect.

Errors in 
Cultural Heritage Databases
Jonathan Maletic and Andrian Marcus 
estimate that about 5 percent or more 
of the information present in manually 
created databases is erroneous.5 Many 
possible causes for errors exist. First, 
some errors are due to interpretation 
discrepancies: different people who en-

ter data in a single database may have 
different interpretations of what type 
of information to enter in particular 
cells. This tends to hold true for many 
cultural heritage databases, where the 
database structure is typically created 
by the curators or researchers them-
selves, rather than by professional data 
managers. Consequently, such data-
bases are often subject to limited qual-
ity control: that is, there are no strict 
(or enforced) guidelines of what infor-
mation should go in different database 
cells or how the information should 
be represented or formatted. Even 
when the intended database structure 
is adhered to, database records may 
be corrupted by typos and copy-and-
paste errors, or through optical char-
acter recognition errors if the digiti-
zation process of the source text was 
automatic. Also, when a database has 

evolved over time, the naming conven-
tions may have changed, as often hap-
pens in zoological taxonomies, render-
ing some information outdated.

To assess the amount and type of 
errors found in cultural heritage da-
tabases, we carried out a study in 
which a random sample of a database 
was manually checked for errors. The 
database comes from the Dutch Na-
tional Museum of Natural History, 
Naturalis, and contains information 
about reptile and amphibian speci-
mens in the museum�s collection (see 
the �Databases� section). Each data-
base record refers to one or more col-
lected specimens; the database � elds 
(columns) encode information about 
their taxonomic and preservation sta-
tus, details about the collection, and 
so on. We identi� ed three types of er-
rors: content errors, which are genu-
inely incorrect values; spelling errors, 
which are orthographically corrupted 
forms of otherwise correct values; 
and wrong-column errors, which are 
database values that pertain to the 
right object in the database and pro-
vide correct information but do not 
� t the database column in which they 
occur. For the latter two types of er-
rors, which are relatively easy to cor-
rect manually, 10,000 nonnumeric da-
tabase cells were checked by hand (3 
percent of the database). This manual 
inspection took approximately three 
hours for one person. We detected 123 
spelling errors (1.23 percent), and 437 
wrong-column errors (4.37 percent), 
totaling over 5 percent of the errors 
for these two types alone.

To obtain estimates for content er-
rors, we selected all � elds containing 
taxonomic or geographical informa-
tion for 257 records (10 columns × 
257 records, totaling 2,570 cells). We 
restricted ourselves to taxonomic and 
geographical � elds because this infor-
mation can be veri� ed against pub-
lished resources. Manually checking 
these cells took nine person hours, 
yielding 894 content errors (34.8 

Scanning for errors in 
object databases tends to 
be more monotonous than 
manual data entry. Human 
intelligence in its bodily 
form is not � t for such tasks. 
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percent). Of the total number of con-
tent errors, 145 were caused by the use 
of a nonstandard synonym. Many of 
these errors were repetitive and sys-
tematic, and a large portion can also 
be blamed on an inef� cient database 
structure. The Order column, for in-
stance, often contains the value Sau-
ria, which used to be a suborder of 
the correct value Squamata (the use 
of the term Sauria is now deprecated). 
In the absence of a Suborder column 
in the database, suborder information 
is sometimes inconsistently entered in 
the Order � eld. While this type of in-
consistency will not cause many dif-
� culties for the curators who entered 
the data (as they are familiar with the 
ambiguous use of the Order column), 
it may cause problems for external re-
searchers who want to query the data-
base to � nd information for their re-
search projects.

This manual error study illustrates 
how a typical cultural heritage data-
base may contain errors and harmful 
inconsistencies of various types. The 
semiautomatic cleanup technique we 
describe in the next section can detect 
all three types of error: spelling errors, 
content errors, and wrong-column er-
rors. Moreover, it deals with all er-
ror types in a uniform way, making 
it unnecessary to run several separate 
tools over the database�for example, 
a spelling checker and a content error 
detector.

Data Cleaning 
Using Machine Learning
Trivially but crucially, if 5 percent of 
the data in the average manually en-
tered database is incorrect, then 95 
percent is correct. Hence, statistically 
speaking, it is possible to cast the data 
cleaning problem as an outlier detec-
tion task. Consider a � at, nonrela-
tional database describing N cultural 
heritage objects using M columns. 
Each of the N × M database cells can 
be tested for an outlier value. To de-
termine whether a particular value is 

an outlier, we exploit the frequent in-
terdependencies between different da-
tabase columns. For example, the style 
of an artifact (for example, �black-� g-
ure pottery�) may say something about 
its likely origin (�Greek�). Therefore it 
is often possible to predict the value of 
a database cell on the basis of the val-
ues of the other cells in that database 
row. Outliers are cases in which the 
cell value deviates from the predicted 
value. The data mining community 
has adopted this idea as a standard 

approach to data cleaning; for exam-
ple, see the work by Xingquan Zhu, 
Xindong Wu, and Ying Yang3 and 
Jason D. Van Hulse, Taghi Khosh-
goftaar, and Haiying Huang,4 where 
the typical baseline approach is the 
distance-based detection of outliers 
using the classic k-nearest-neighbor 
(k-NN) classi� er.6

To test whether a given database cell 
contains an outlier, we train a k-NN 
classi� er on all other entries (that is, 
all other rows of the database), where 
the class that the classi� er will predict 
is the value of the target column, and 
the input features are all other col-
umns.7 For instance, if we want to pre-
dict the value of the Country � eld for 
a particular object O in a natural his-
tory database, we train a classi� er on 
all other objects besides O, and predict 
O�s value in the Country � eld on the 

basis of a nearest-neighbor search of 
the vector of values of all other � elds 
of O against the same vector of all 
other objects. To check the whole data-
base for errors, we apply the classi� er 
to each cell in turn. All disagreements 
between the classi� er�s prediction 
and the actual value of the database 
cell are considered outliers; these are 
then � agged as possible errors. It is 
up to the human expert to judge these 
cases, and determine whether in each 
case the classi� er is correct (so the cell 
value is incorrect), whether the data-
base is correct, or whether they are in 
fact both incorrect. 

Obviously, many machine-learning 
algorithms beyond the simple k-NN 
classi� er are available for this task, 
but we still opt for using the k-NN 
classi� er as it is very ef� cient for in-
cremental and decremental learning, 
which is needed when holding out a 
single database entry for classi� cation, 
and it is also insensitive to the number 
of classes in the database. If applied to 
outlier detection in database columns 
that could contain any number of 
unique values, it must be able to deal 
with thousands of classes or more.

When classifying, the k-NN classi-
� er compares a held-out instance to all 
the instances stored in memory. The 
class of the new instance (that is, the 
database cell currently in focus) is as-
signed on the basis of the classes of the 
k most similar instances, according 
to a measure of similarity. In our ex-
periments, we used TiMBL (http://ilk.
uvt.nl/timbl), an ef� cient implemen-
tation of k-NN.8 This implementa-
tion uses feature weighting to express 
differences in the predictive power of 
features in the distance function em-
ployed by the k-NN classi� er, and is 
capable of handling symbolic and nu-
meric features.

Timpute
Building on TiMBL, we developed a 
speci� c data-cleaning system, dubbed 
Timpute (http://ilk.uvt.nl/timpute), 

All disagreements 
between the classi� er�s 
prediction and the actual 
value of the database 
cell are � agged 
as possible errors.
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Interacting with Timpute
We integrated Timpute with a higher-
level information system prototype 
that we developed for Naturalis, 
called mBase (http://aether.uvt.nl/
mBase). mBase offers a search-and-
browse interface, providing research-
ers with easy and intuitive access to 
specimen databases. Timpute is inte-
grated in mBase, which supports link-
ing to various other resources, such as 
online geocoding of information and 
photo collections. The interface offers 
standard keyword search on the whole 
knowledge base or on speci�c �elds.

Figure 2 gives an example of some 
results returned by mBase to the query 
�Psammophis sibillans.� For each re-
cord the user can see whether it con-
tains any values that are �agged by 
Timpute as potential errors, indicated 
by the yellow lightbulb icon. When the 
user hovers over it, he or she can see 
for which �eld Timpute suggests cor-
rections. The camera icon next to the 
lightbulb indicates that a photo of the 
specimen in the collection is available. 
The tool also provides a link to an im-
age of the original register or �eld log-
book, or the transcribed text of these, 
if available, so that the user can check 
whether the suspicious value stems 
from the paper resource or was intro-
duced during conversion to the data-
base. The visualization of the data on 
a map may also help highlight errors 
in the data. For example, a specimen 
of a species different from all other ex-
amples collected on a continent may 
suggest inconsistent information.

When the user clicks on the record, 
a detailed database-like view of the 
specimen is presented (see Figure 3). 
Here the user can review all informa-
tion available on the specimen in the 

system, and submit changes or addi-
tions. Timpute�s output is integrated in 
this view. When Timpute �ags a �eld, 
it indicates the cell with a red back-
ground (the color hue can be used to 
express con�dence in the error). If the 
user hovers over the cell, the interface 
generates a pop-up information win-
dow that explains that the cell value 
deviates from what Timpute expects. 
In the �gure, a snake has been incor-
rectly classi�ed as belonging to �Am-
phibia,� whereas it should belong to 
�Reptilia.� Timpute�s overall percent-
age of 99 percent un�agged cells on 
this column (see Table 3) is reported 
here to provide an indication of Tim-
pute�s con�dence.

User Experiences:  
Provenance and Con�dence
In our discussions with domain ex-
perts who worked with Timpute, we 
found that most feedback relates to 
Timpute�s precision errors. Recall er-
rors remain invisible, and thus unper-

ceived. Furthermore, the time savings 
with Timpute for automatic error de-
tection as compared to manual error 
checking of the whole column was 
not always apparent. This is similar 
to searching the Web with search en-
gines: the user�s perception is drawn 
toward what is actually presented by 
the engine, whereas recall and a po-
tentially vast amount of missed match-
ing pages remain unseen and out of 
the user�s perception. 

With respect to precision errors, ex-
perts tend to remark that many cor-
rectly �agged errors are not severe da-
tabase errors but rather minor mistakes 
in consistency, such as the inconsistent 
spelling of a person�s name. Timpute is 
able to pinpoint these consistency er-
rors quite well, making it clear to the 
expert users that they should pay more 
attention to the consistent use of nam-
ing and terminology during manual 
data entry. A data entry interface that 
would guide the user by proactively 
proposing controlled and consistent 

Table 4. Error detection performance, in terms of the number of �agged errors, 
divided further into the number of correctly detected errors (Detected) and the precision in parentheses,  

classi�er errors (Timpute error), and cases unassessable without access to the object (Indeterminable).

Column No. �agged Detected (precision) Timpute error Indeterminable

Class 10 6 (0.60) 4 –

Order 88 46 (0.52) 39 3

Country 68 26 (0.38) 37 5

Figure 2. Screenshot of results returned on a keyword query to the Reptiles and 
Amphibians database at Naturalis by mBase. A lightbulb indicates a suggested 
correction. Location descriptions are mapped to coordinates, visualized in Google 
Maps.
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cell values would aid the consistency 
of databases considerably.

Over time we also gathered skepti-
cal remarks, notably by researchers 
of cultural heritage data expressing 
disbelief that a machine could auto-
matically spot errors, as it does not 
possess domain knowledge. Coun-
terarguments that it does possess at 
least some knowledge implicitly by its 
capacity to mine the mutual predict-
ability of columns in the database are 
usually unconvincing. Therefore, in 
addition to the semiautomatic pre-
sentation of errors to users, we are in-
vestigating whether it would help to 
make the implicit expertise of our sys-
tem explicit, to counter the skepticism. 
Our k-NN classi�er does not have the 
capacity to explain why it makes cer-
tain decisions, but it can show the 
nearest neighbors it found to come to 
a prediction�this may help a human 
expert understand why Timpute sug-
gested a correction.

Another often-heard remark is that 
domain experts (curators and re-
searchers alike) stress the importance 
of never deleting any information, 
even if it is incorrect. Original cell 
values that are �agged and corrected 
should always be retained; in addition, 
�ags should be labeled as unchecked 
or checked by a human expert. Also, 
if the suggested correction is associ-
ated with a con�dence, either from the 

machine learner or from the expert la-
beler who inspected the �agged out-
liers, this should be stored, too. This 
calls for the application of proper ver-
sion control on top of the use of da-
tabase management systems, offering 
the possibility to always roll back to 
earlier versions of the database.

The data-cleaning approach pre-
sented here offers a functional-

ity that is broadly recognized as much-
needed and vital for quality control of 
digitized cultural heritage data. Our 
approach is generic, in the sense that 
practitioners can apply it to any do-
main that has a substantially large da-
tabase in need of cleaning (containing, 
as illustrated, at least several hundred 
items), but does not require the avail-
ability of external digital resources such 
as normalized lists of object names or 
classi�cations. The system reduces the 
workload on domain experts when cor-
recting errors, by zooming in on the er-
rors, with high estimated recall. 

Our basic knowledge-free system 
can be expanded quite easily by other, 
more speci�c, correction methods and 
by domain-speci�c knowledge. For in-
stance, for detecting and correcting 
spelling errors, we intend to add an 
initial spell-check phase that will use 
standard resources where available 

(such as taxonomies, dictionaries, and 
domain-speci�c lists of names).

Currently, the system is limited to 
handling �at databases; future ver-
sions will have the ability to deal with 
relational databases. We also found 
that for the prediction of certain col-
umns, Timpute relies heavily on cer-
tain other columns. Errors in these 
columns will tend to cause Timpute to 
generate erroneous predictions as well; 
therefore, we will investigate an incre-
mental version, taking corrections to 
other columns into account. Finally, 
we aim to develop an online version of 
Timpute, running in the background 
while information is added to data-
bases, to notify users immediately of 
possibly erroneous values as they are 
entered. We will further develop and 
test the mBase search and correction 
prototype at Naturalis, after which 
we intend to integrate it with the mu-
seum�s existing information architec-
ture. Testing will involve contrastive 
processing-time measurements, to pro-
vide estimates of actual time savings 
offered by Timpute.

In sum, we see a rising awareness 
in the necessity of digital data quality 
control in the cultural heritage �eld. 
We believe cleaning digital data should 
constitute a standard �rst step in infor-
mation processing at cultural heritage 
institutions. Furthermore, it is vital to 
keep the human experts in the loop; it 
is in their own interest that their data 
is improved, and our approach allows 
them to take this hurdle that has so far 
been a humanly infeasible task.
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Figure 3. Details of an animal specimen database entry result returned by mBase. 
A snake has been incorrectly classi�ed as belonging to the taxonomic class 
�Amphibia.� This error, found by Timpute, is colored, and Timpute�s suggestion  
and con�dence indication are displayed.
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