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1 Background

The increase of computer storage and processing power has opened the way for
new, more resource intensive linguistic applications that used to be unreachable.
The trend in increase of resources also creates new uses for structured corpora
or treebanks. On the other hand, wider availability of treebanks will account
for new types of applications. These new applications can already be found in
several fields, for example:

e Natural language parsing [Bod98], [Cha97],
e Evaluation of natural language grammars [BAF+91],
e Machine translation [MS99], [Pou00].

Even though the applications rely heavily on the availability of treebanks,
in practice it is often hard to find one that is suitable for the specific task. The
main reasons for this are that “the costs of annotation are prohibitively time
and expertise intensive, and the resulting corpora may be too susceptible to
restriction to a particular domain, application, or genre” [KS99].

Grammar induction systems may help to solve the above mentioned prob-
lems. These systems learn grammars, which can then be used to parse sentences.
Parsing indicates possible structures or completely structures the corpus, mak-
ing annotation less time and thus less expertise intensive. Furthermore, gram-
mar induction systems can be reused on corpora in different domains.

2 Alignment-Based Learning

An example of a grammar induction system that can be used to build treebanks
is Alignment-Based Learning (ABL). Tt learns structure using a corpus of plain
(unstructured) sentences and outputs a treebank based on these sentences. Since
ABL is an unsupervised system, it uses plain sentences only. ABL does not need
a structured training set to initialise.

ABL has been tested on the ATIS (Air Traffic Information System) cor-
pus from the Penn Treebank containing 716 sentences resulting in non-crossing
brackets precision of 85.31 % and non-crossing brackets recall of 89.31 %. Ap-
plying the ABL system to the OVIS (Openbaar Vervoer Informatie Systeem)
corpus, a Dutch corpus consisting of 6,797 sentences, resulted in 89.25 % non-
crossing brackets precision and 85.04 % non-crossing brackets recall. (Non-
crossing brackets precision denotes the percentage of learned constituents that
do not overlap with any constituents in the original corpus and non-crossing
brackets recall shows the percentage of constituents in the original corpus that
do not overlap with any constituents in the learned corpus.) [vZ00b]

ABL consists of two distinct steps (for a more elaborate review see [vZ00al):

Alignment Learning During alignment learning, the system builds a search
space of possible constituents. What constitutes a constituent is described



by Harris’s idea which states that constituents of the same type can be
substituted by each other [Har51]. The algorithm finds parts of sentences
that can be replaced by other parts. This is done by aligning sentences
from the unstructured corpus in pairs. Using the string-edit distance
algorithm [WFT74], it finds the parts of the sentences that are similar in
both sentences and the parts of the sentences that are dissimilar. The
dissimilar parts can be substituted in pairs and are thus stored as possible
constituents.

Selection Learning The alignment learning phase may find possible constituents
that overlap. The selection learning phase selects the best (non-overlapping)
constituents by searching the space, generated by the alignment learning
phase, directed by a probabilistic evaluation function.

3 Problems of unsupervised grammar induction
systems

Unsupervised grammar induction systems like ABL do not have any knowledge
about what the final treebank should look like, since unsupervised systems are
not guided towards the wanted treebank. Although, they usually yield less
than perfect results, these systems are still useful, for example when building a
treebank of an unknown language, when no experts are available or when results
are needed quickly.

On the other hand, when experts are available, when more precise results are
needed or when there are no time restrictions, the resulting treebank generated
by an unsupervised grammar induction system is generally not good enough.
The quality of such a treebank can only be improved by post-processing done by
experts. As an example, we mention the Penn Treebank which was annotated in
two phases (automatic structure induction followed by manual post-processing)
[MSM93]. Tt is probably the most widely used treebank to date.

Instead of choosing for one of the two possibilities of building a treebank
(using an induction system or annotating the treebank by hand), we would
like to combine the best of both methods. This should result in a system that
suggests possible tree structures for the expert to choose from and it should
learn from the choices made by the expert in parallel.

3.1 (Semi-)Supervised Alignment-Based Learning (SABL)

The ABL system can be easily adapted into a system that indicates reasonably
good tree structures and learns from the expert’s choices. All changes in the
algorithm occur in the selection learning phase:

Select n-best constituents Instead of selecting the best constituent only, as
in ABL, let the system select the n (say 5) best constituents. These
constituents are presented to the expert, who chooses the correct one or,
if the correct one is not present, adds it manually.



Learn from the expert’s choice ABL’s selection of the best constituents from
the search space is guided by a probabilistic evaluation function. In or-
der to learn from the choices made by the expert, the probabilities of the
chosen constituents should be changed:

e If the correct constituent was already present in the search space,
the probability of that constituent should be increased. When a
constituent has a high probability, it will have a higher chance to be
selected next time.

e If the correct constituent was not present in the search space, it
should be inserted and the probabilities of the constituents should
be adjusted. Since it was the preferred constituent, its probability
should be increased as if the constituent was present in the search
space already.

Note that increasing the probability is actually a shift in probability mass.
The system should be a sound probabilistic model, so the increase of probability
is effectively subtracted from the incorrect constituents.

Varying the amount of increase in probability changes the learning properties
of the system. A small amount of increase makes the system a slow learner, while
a large amount of increase may overfit the system.

Using an unsupervised grammar induction system and manual annotation
are two opposing methods in building a treebank. When SABL is set to select
only the best constituent and no editing by the expert takes place, it is equivalent
to the unsupervised ABL system. On the other hand, when the constituents
indicated by the system are completely ignored, the expert is hand tagging the
treebank. Depending on the proportion of the two methods used (i.e. how
many proposed constituents are used), SABL can be placed anywhere between
the two extremes.

When the expert selects or corrects the constituents SABL proposes, SABL
will learn from these choices and the quality of the proposed constituents (and
thus the quality of the resulting treebank) will improve. Therefore, building
a treebank will generally start out with manual annotation, but since the sys-
tem learns, it will suggest increasingly precise constituents, resulting in a more
unsupervised way of annotation.

4 Summary

Recent research in computational linguistics shows the need for more treebanks.
Treebanks, however, are not widely available yet and building them is time
and expertise intensive. SABL, a semi-supervised version of the unsupervised
grammar induction system ABL, can be used to help build new treebanks.
Because SABL learns through the expert’s choices, building the treebank will
progress from mostly manual to unsupervised annotation.
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