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1. INTRODUCTION

In the last century, the research on the origin of language increased from various
disciplines like anthropology, linguistics and philosophy. The last few decades this
research was given a new impulse from artificial intelligence and lately from artificial
life. Most research is focused on the biological and genetical explanation of the
evolution of language, which yielded some extreme and diverse speculative
hypotheses. The approach that is taken here, however, focuses on a culturally based
evolution. This does not mean that we ignore the influence of brain-evolution on the
evolution of language, but we think that language itself is not genetically evolved, but
culturaly. l.e. language evolved through means of the social interaction between
distributed agents. This research entails experiments on the language formation in
robotic agents, and the grounding of the semantics of this language.

In the behaviour-oriented research of artificial intelligence physical robots have been
build to investigate the sensory-motor control of these physical bodies. Recently this
investigation is focused on the bottom-up approach. l.e. the research on how
behaviour can be build up by an agent from its low-level (sensory-motor) control in
such a way that the agent autonomously increase its cognitive capabilities. For an
introduction to the behaviour-oriented approach of Al see e.g. [38]. There are several
methods used in the study of this subject: behaviour-oriented architectures, neural
network methods or genetic algorithms. Our approach is based on the behaviour-
oriented architectures. Agents directly connect their sensors to motors in order to
control behaviour. Architectures that are used may be implemented in subsumption or
dynamical system. For details and results on this approach see e.g. [50]. The main
guestion that still needs to be answered is how these robots may increase their
complexity, so that they can be classified as cognitive agents. We think that building
up a language based on grounded perception is necessary to increase cognitive
intelligence [42][51].

Recently more scientists investigated the origination of language on robotic agents.
One example of such a research was the one done by Holly Yanco at the Al-Lab at
MIT [57]. She used written commands for human-robot communication with one
robot. This robot first learned to associate these commands with appropriate actions,
and then it tried to teach these associations to another robot in a robot-robot
communication. The system was implemented in a neural network using
reinforcement learning. The trouble with this system was that human interference was
necessary for the formation of the language. So, the robots did not produce the
language autonomousdly, i.e. without the interference of human beings [57]. Another
interesting research on robot communication involved imitation [3]. Here one agent
followed another in a hilly landscape. The followed robot was the teacher, while the
follower was the learner. The teacher expressed words while it was driving in a hilly
landscape, and the learner associated these words with its internal representation. The
learner used a neural network with associated learning to learn. In principle the learner
could learn the right associations, but because there was a delay between the actions
of the teacher and the learner, the learner had lots of difficulties learning the right
associations[3].

This thesis report on the implementation process of the hypothesis on language
evolution that was introduced by Luc Steels (see e.g. [40][41][46]). The idea was to
implement the formation of a spatial vocabulary as described in [44]. In this



experiment, autonomous agents use self-organisation as a basis for building a lexicon.
This lexicon should concern objects in the environment of the agents and their spatial
relations (i.e. left, right, front etc.). Language formation is based on the notion of
language games [56]. The purpose of the experiment is twofold: (1) To show how a
group of distributed agents can build a coherent vocabulary by means of adaptive
language games, and (2) to show how autonomous agents may generate distinctions to
discriminate between objects in their environment [51]. The basic assumption we
make is that the agents already have the mechanisms to communicate, i.e. they know
how to communicate, although initially they have no language. The task was only to
implement the language games. Language, however, is based on meaning. In the
theory described by Steels meaning is represented in the form of distinctive feature
sets. These distinctive feature sets can be perceptually grounded by means of the
generation and adaptation of features as described in [43].

This report is organised as follows: In the next chapter a brief overview of theories
on language evolution will be given. Chapter three will describe the basic mechanisms
for language acquisition as introduced by Steels. Chapter four describes the
mechanisms for meaning creation. Chapter five defines the physical robots and the
environment where they live in. Chapter six discusses how the experiment is defined
and proposes solutions to implement the experiment. Chapter seven then discusses the
implementation of the language games. Although the intention was to experiment on
gpatia relations, only naming games [49][51] have been properly implemented. The
experimental results are discussed in chapter eight. Furthermore, chapter nine
discusses the cognitive and neurophysiological plausibility of the theory of language
formation. Finally, chapter ten discusses the conclusions that can be drawn from the
whole project, and it also discusses future research.



2. THE EVOLUTION OF HUMAN LANGUAGES
2.1 Introduction

In the latest century many scientists from different areas in science propcsed many
different hypothesis on the evolution d human languages. These theories are dl
highly speaulative, becaise we canna investigate this evolution on \ery reliable data.
The hypothesised theories differ extremely in their propcsed fundamentals. Take for
example proposed ideas why languages emerged in humans. There ae scientists who
believe that languages emerged from innate structures in the human brain [7]. Others
think that the onset of language evolution was an accident of nature. And still others
think it emerged purely onfunctional grounds (see[12)]).

The most well known and influential theory of contemporary scientists is the one
suggested by Chomsky (e.g. [7][8]) and some others. Chomsky [8] thinks that
language is an innate structure that emerged as a by-product of the evolution by
natural seledion d other brain structures. Chomsky [8] claims that the innate moduar
structure of language in the brain itself, cdled the language faculty, did na evolve by
natural seledion. Although Chomsky has many followers for this theory, for instance
(to some extent) S.J.Gould [19], there is dso a lot of critique. Most critiques focus
mainly on the suggestion that a language faalty could have evolved by means of
‘Darwinian’ natural seledion (see eg. [14][32]). Anather critique, for example, agrees
with Chomsky that a universal grammar could na have evolved by natural seledion,
becaise auniversal grammar does not show enough variety [27]. Variety is one of the
fundamental principles of natura seledion [10]. Lieberman [27], though, claims that
language mechanisms must have been evolved by means of natural seledion.

In the next sedion | will give abrief overview of the daims made by Chomsky and
discuss ®me aitiques that has been raised. In particular, | will discussthe aitique
posed by Pinker and Bloom [32]. In sedion 2.31 will briefly discuss ®me other
approadhes on the evolution d language, which have been discussed at the Santa Fe
Institute workshop onthe evolution o human language in 1989[22]. In sedion 2.41
will argue for other approaches that came forward from studies of pidgin and creole
languages. Finally, in sedion 2.5 will | ook forward to the gproach that we foll ow at
the Al-Lab in Brussls.

2.2 The not-evolved faculty of language

The theory proposed by Chomsky suggests that the aility to aqquire aad use
language is, like dl other cognitive functions, structured in the brain in a highly
moduar fashion [7]. These modues are cdl ed the language faaulty. Chomsky claims
that the language faaulty is an innate structure. This innate structure cntains the
structures of a universal grammar. |.e. the underlying gr.ammaticd structures are the
same for al human beings, irrespedive of their native language. All human beings are
born with the same universal grammar, whether they are born in the Netherlands or in
China. During the development of a dnild, parameters of the universal grammar are set
acording to the language that needs to be aquired [7]. Chomsky [8] furthermore
claims, like eg. Gould [19] that the language faaulty has not evolved by a‘ Darwinian’
natural seledion, bu that it is a side dfed of other evolutionary forces, such as
increasing brain size. Other yet unknavn laws of structure and growth also may have



played a part in the evolution d the language faaulty. Gould and Lewontin [20], for
example, clam that there are other non-adaptionist approaches to evolution as
oppased to the Darwinian approach.

Although there ae many scientists who agreewith Chomsky, there ae dso lots who
disagree (for a brief overview see[32]). As | mentioned in the introduction, most
critiques invalve the daim made by Chomsky that the language faaulty did na evolve
by natural seledion [32]. Most of these aitiques however do nd address the
inexistence of a universal grammar. |.e. they do believe that humans are born with an
innate language faaulty, but this faaulty must be the result of natural seledion, seefor
instance [14][32]. Pinker and Bloom argue, since they remgnise the theory of
Darwinian natural seledion as the most successul theory of evolution, that the
language faaulty must have been evolved by natural seledion [32]. They furthermore
raise the objedion that “natural seledionisthe only scientific explanation o adaptive
complexity”. Lieberman [27], on the other hand, agrees with Chomsky that an
universal grammar could na have been evolved by natural seledion. Instead he agues
that not the Darwinian theory isfase, bu that the theory of language must be false.

There ae dso views that there may be alanguage faaulty, but that this faaulty canna
bea innate structures of a universal grammar [28]. The agument is that, in case of an
injury on train-structures for language, the human brain has the aility of using
ancther region for language processng [28]. In extreme ca&es where the left
hemisphere has been ablated in infants, the right hemisphere systematicdly takes over
the language functions [17]. Some scientists take this as an argument that the nation
of an innate universal grammar is nat very plausible [28]. Furthermore, James Hurford
[25] rather refers to the language faaulty as the Language Acquisition Device (LAD).
Although he does nat rejed the possbility of a universal grammar, this terminology
may be more gpropriate if we talk abou an innate device for language processng. |
think, namely, that a ‘LAD’ may have been evolved by natural seledion. The main
purpose of such a device may, for example, be to conned the right sensor-motor
devises in the brain. Thus resulting in a system that is able to perform speed ads,
perceve speed and aaquire language by making the right neuronal conredions and
using a genera learning mechanism.

Concluding, the theory of Chomsky is rather controversial. He daims that the
language faaulty is an innate structure that has evolved as a by-product of the (non
Darwinian) evolution d other brain structures. This view raised many objedions by
contemporary scientists, but there ae dso some well-known scientists who doagree
with Chomsky. | have mainly discussed the aitiques of Chomsky’s theory. The most
objedions concen that a language faaulty can evolve through Darwinian netura
seledion. Others claim that the ideaof an innate structure of language must be false.
We in Brusss take the latter view, aswill be discussed in the next chapter.

2.3 Dynamical Approaches

In august 1989, the Santa Fe Institute held a workshop onthe evolution d human
languages. In this sdion | will give a brief review of this workshop which is
pubished in [22]. The idea was that languages evolved by a complex dynamicd
system. The gproach taken was in the field of chaos theory. In this ®dion, | will only
focus onthe interest of thisthess.



Human language is only a recent development in evolution. Devises for speed and
syntax are only available in the human brain for at lesst 100,000yeas [28]. Human
language dealy involves sme biologicd comporents, including the aility to acquire
and wse words, speedt and syntax [12]. According to Darwin, the processof evolution
always makes use of old parts, modifying them to perform new functions. Evidence
for the aility to produce speed at a high level, i.e. the way that present humans dois
foundin fossl hominids. The focd trad that makes it possble to produce the speet
we can produwce, has not been found \ery much ealier in haminid spedes than
100,000yeas ago [28]. Lieberman daes not explicitly deny the eistence of innate
grammar structures, bu he agues that natural seledion could have “produced
spedalised brain medhanisms adapted for syntax” [28]. | think that this does not have
to mean that there ae innate grammar structures, bu rather that the human brain has
structures that can adapt to syntax.

Terrence Deaon [12] refers to two extreme and oppaite theories of human
evolution: (1) “...Language gpeaed as a result of asingle evolutionary acddent that
yielded a brain so radicdly changed as to contain al the innate prefigurements of
modern language structure.” Thisisthe view that Chomsky takes. (2) “... Languageis
the step-child of a generalised increase in intelligence” According to Dea®n, bdh
views are too radicd to be true. In his paper, he agues that language evolved by four
fundamental principles. () Language evolved ower a period d more than 2 million
yeas thouwgh continuows ledion determined by brain-language interadion. (b)
Language was the major cause of human brain evolution. (c) Origins of the complex
organisation d human brains can best be understood in terms of brain-language -
evolution. And (d), the structures and circuits in human brains that are most altered in
human brain evolution must refled the computational powers demanded by natural
languages. [12)].

Hawkins [21] concludes in his paper that “functional presaures’ have to do with
language processng clealy have become biologised in the evolution d Homo
sapiens. But “nat al functional presaures refleded in language universals must be
asumed to be innate.” Moreover, he agues “that grammaticd universals can be
explained in terms of noninnate functional presaures’. Grammars of all |anguages
may have erolved to refled the functions that language performs. [21].

Many contemporary studies in language evolution focus on pdgins and creoles
[9][35]. Pidgins arise from human communicaion ketween two dfferent languages,
which together form a ailtural society. These languages came together, for example,
as aresult of colonisation. Creoles, onthe other hand, are native languages that arise
in the situation where dildren o ‘pidgin’ parents grow up in the same ailtural
society. [9]. In the next sedion | will discussthe erolution d pidgins and creoles in
more detail .

2.4 Pidgins and creoles

As aresult from the mlonisation period (only lessthen a few centuries ago) a lot of
new cultures arose, including new languages. The evolution d these altures can be
studied with relative high reliability. These studies of pidgins and creoles bring along
new data for the evolution d human languages. It appeas that pidgins and creoles
evolved, and still evolve, on a adltural base, rather than on a biologicd base. For
referencesin this edion| refer to [35].



Although linguistics gill has no clea definitions of pidgins and creoles, they all
recognise that there is such a group d languages. Until now, there is no definite way
to dedde whether a language is pidgin o creole, unessreference is made to three
criteria: linguistic, social and historicd. | arealy discussed some historicd grounds
from which pidgins and creoles originate. So, | will focus on linguistic and social
grounds.

Linguistics clasgfies pidgins generaly with ore main feaure: that it shows a drastic
reduction d morphdogicd complexity andirregularity. It has alimited vocabulary, an
eimination d many grammaticd devices, and a drastic reduction d redundant
fedures. Creole languages are built on the pidgin structures and show an increase in
syntax complexity, athough these languages gill show simplificaion d structures
compared to well evolve natural languages.

Differences in pidgins and creoles can be best explained in terms of socid
badkgrounds. Whereas a pidgin language evolves from interadion between two social
cultures with dfferent languages, the native people in this new culture build creoles
further on @dgin. It has linguistic consequences as well: People who use pidgin aso
have another language, so they can get by with a minimum of grammaticd apparatus.
The linguistic recourses of a aeole, however, must be alequate to fulfil the
communicaive neals of human language users.

In pidgins lexicdisation is, as a @nsequence of the small vocabulary, highly
motivated by the neeals of the spe&ers. Whereas ordinary languages have 25-30,000
lexicd items, a pidgin language such as Tok Pisin (from Papua New Guineg has
abou 1500. Furthermore, the lexicons are mainly buld up ly the two rative
languages of the spekers. The grammar of pidgin languages, however, is very
redundant. The complexity of the grammar grows as the lexicon grows. Moreover,
grammaticad structures dow little roots from the origina languages. As a
consequence of the small vocabulary, many semantic items are lexicdised with ore
word, a with ore word for a semantic group extended with an extra lexicdised
refinement (see eg. table 2.1).

Table 2.1 Lexical comparison d the Tok Pisin word “ gras’, derived fromthe English “ grass'.

Tok Pisin English

Gras “hair”

gras bilongfes “bead”
Mausgras “moustache”
grasantaplongai “eyebrow”
gras bilongpisin “bird’ s feaher”
gras bilong dog “dog’'s fur”
gras nogu “wedl”

We seethat Tok Pisin uses gras to refer to a semantic feaure of “grass’, namely that
it is‘hairy’. Explicit references to where we find the hair (chin - fes, above the eyes -
antap long ai, dog etc.) are made by other lexicd items. If we look closely at the
words made in Tok Pisin, we see a tose resemblance with English. The way we
pronource bilonglooks alot like the English belong The same halds for fes vs. face
antap vs. ontop, ai vs. eyeand nogu vs. no good

According to Romaine [35], the pidgin and creole languages appea to evolve & a
cultural evolution, which shows many fedures of the daos and caastrophe theory in
increasing complexity. Chaos theory is an attempt to ded with fluctuations, which



reveds in the languages from which pidgins and creoles evolve. The daos theory
suggests treaing the evolution d languages as processes, rather than states. Moreover,
it is relevant to study the evolution d languages as being open systems rather than
closed systems. The cdastrophe theory predicts sidden transitions from one state into
ancther as aresult of increasing complexity. This kind d transition can be seen in the
formation d pidgins and creoles. Both theories have wmmon badkground in the
theory of thermodynamics [33]. According to these theories, dynamicd systems that
are sensible to many fluctuations converge to a cetain (disgpative) structure. In the
next chapter | shall explain more dou disgpative structures.

2.5 Towards a new approach

In this chapter, we saw that there ae many approaches in reseach of the evolution d
human languages. The yielded hypotheses al have one thing in common: they are
highly speaulative. In this sdion yet another approad is introduced in this field of
reseach. This new approad, firstly introduced by Luc Steds [40], views the
evolution d languages as cultura evolution rather than a biologicd evolution.
Furthermore it is based on seledionistic theories as introduced by Darwin [10], but
treaed as cultural rather than biologicd as was proposed by Dawkins[11]. The theory
of Dawkins, howvever, treas memes (or ideas/tricks) as the items being evolved by
means of, among others, language rather than language itself.

Dawkins [11] introduces memes as analogues of genes, but not containing genetic
information, bu rather concepts of ideas like, for instance, the wheel, eating bread or
drinking beer. Evolution d memes is sleded by natura seledion pocesses just as
genes are. They are only nat ‘thrown’ in abiological genepool bu rather in a cultural
memepool. Seledion then appeas on the best or most useful memes, which are used
more often so they become part of the socia society. So, the popuation d memesin
the memepod increases, whereas the bad ideas die out. As for disdpative structures
(see next chapter), natural seledion is driven by variations of the items that are
sensitive for seledion. Finally, the best memes survive and constitute the society.

Acoording to Dennett [13][ 14], language may well have been evolved in the same
way, athough he does nat make it clea with so many words. He does, however, make
clea [14] that meaning may have evolved analogues to the theory of Dawkins. Our
approadh is that language evolves by means of cultural seledive evolution d language
in co-evolution o meaning [47]. In the next chapter | will define our approach more
predsely.
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3. LANGUAGE GAMESASA BASISFOR SELF-ORGANISING LEXICONS
3.1 Introduction

In this chapter | will give amore detailed description d the model designed by Luc
Steds for the sef-organisation o an adaptive language, see for example
[40][41][44][46]. | will do so by first introdwcing the medanisms propaosed.
Seoondy, | will give a detailed explanation d the language games played by
autonamous agents in order to adapt the language. Finaly, | will clarify the model
with an example.

Language can be defined as a representational system that is used for
communication [2]. Natural languages have many properties. The most important
properties from our point of view are [41]: (1) The community of language users are
distributed agents, who have limited knowledge of the language and limited control.
(2) Languages are open systems. l.e. agents may enter and leare the wmmunity
withou influencing the language in a gred extend. (3) A week transmisgon channel,
imperfed production and perception, and an inhamogeneous group d spegkers
conced the robustnessof languages. And (4), languages adapt and evolve to cope with
new demands, and to optimise for more dficient and effedive communicaion. The
main hypothesis made by Steds [41] is that language is an emergent (colledive)
phenomenon ead agent constructs and foll ows its own rules, and coherence anerges
through self-organisation. Furthermore, the mecdhanisms of language formation are
based onevolution, co-evolution and self-organisation.

As has been argued in the precaling chapter, we think that languages have been
evolved under socia and cultural presaures. Steds [44] has suggested that there ae no
innate language structures present in the brain like Chomsky has propased, bt if there
are, they must have been evolved by natural seledion. The latter suggestion hes been
argued clealy by Pinker and Bloom [32], and by Dennett [14]. Steds, however,
suggests that languages completely evolved through cultural ‘natural’ seledion. He
propcsed three medhanisms that are the basic principles for the spontaneous if-
organisation d an adaptive language [44], [46)]:

1. Agents adopt word-meaning associations from others, which thus propagate
in the popdation.

2. Agents may generate a new word and associate it with adeded feaure set.

3. Thereis apasitive feedbadk medanism between the success ® far in using a
word and the seledion d that word in a onwersation, thus leading to self-
organised coherence. [46].

Computer simulations with these mechanisms have drealy shown that the languages
that emerged show some main properties of natural languages, which will be
discussed in the next sedion. Furthermore, athough the experiments had no pupaose
to form syntax, agents had expressed expressons with multi ple words with arbitrary
word order, expresgons with more than ore meaning (ambiguity), and meanings with
aternative expressons (synornymy) [46].

The mecdhanisms are implemented in language games in which two agents are having
a didogue @ou a cetain topic in a cetain context. In language games - a term
introduced by Wittgenstein [56], however used somewhat different here - one ayent,
the initiator (or speaker), identifies an agent or objed (the topic) out of a set of other
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agents/objeds which constitutes the context. Another agent, the recipient (or hearer)
must identify the chosen topic [46]. According to Steds [46], “there ae two passble
ways to doso: either the speaker paints to the topic so that the identificaion is dired,
or the speaker uses language. Language formation and aaquisition is only possble
when the spedker first uses pointing and then language. When more and more
language cwomes available, purely linguistic means suffice” This, however, is gill a
major discussonin the phil osophicd literature [34].

In the next sedion, | will define the medhanisms for language formation proposed by
Steds. In sedion 3.3 1 will explain hav these mechanisms are implemented in
language games. In sedion 3.41 will give ax example of the language formation.
Finaly, in sedion 3.5a summary of this chapter is given.

3.2 The mechanisms needed for language formation

The three medianisms propagation, lexicalisation (or generation) and self-
organisation are described in [46] asfollows:

When two agents engage in a language game and the heaer adrealy knows
what the topic is (by means of e.g. panting), then bah agents first have to
identify which passble sets of feaures distinguish the topic chosen, from the
other objeds in the context. These sets are cdled dstinctive fedure sets. There
could be several ditinctive feaure sets for one objed. The spedker then must
choose one digtinctive feaure set and encode it into an expresson. An
expresson contains one or more words. Words are dlowed to be anbiguous and
there is a posshility for synonymy. Next the heaer demdes the expression.
From the distinctive fedure sets the heaer formed he can confirm that the
expresson encodes one of the expeded dstinctive feaure sets. Or he can infer
and pesshly adop new associations between words and meanings. This
feedbadk then enables both agents to adjust their lexicons, and so word-meaning
pairs can propagate through apopuation d agents.

This propagation medchanism though is not enowgh for building a lexicon.
Agents also must be ale to extend the language whenever the eisting language
is nat adequate. This happens when there ae no words to expresscertain feaure
sets. Extending the lexicon is achieved by all owing the spedker to creae anew
word and associate it with a deaoded fedure set. This is cdled lexicalisation.
The aedion d new word-meaning pairs happens with very low probability,
becaise the more words exist in a popuation the longer it takes to read
coherence

Coherence is achieved through self-organisation, in the sense of sportaneous
formation d disspative structures through presaures that are forced by randam
variations. (Disgpative structures will be discussed in greaer detail at the end o
this sdion, PV). The fluctuations are caused by the different assciations
floating aroundin the popuation. An agent records how many times a word-
meaning pair has been used and hav many times it was successul. When
meanings need to be encoded, the aent picks the most commonly used
succesdul assciation. This introduces a positive feedbadk loop The more a
word gets used, the more succesdul it will be and therefore the more it
solidifies. [46]
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These medhanisms bring along the following important properties of natural
languages. (1) There is no single agent with a cmplete view of the language, na is
there a single aent in charge of creding language. We therefore have a fully
distributed system. (2) The system is open. |.e. at any point in time new agents and/or
objeds are dlowed to enter the system withou destroying the language. And (3) there
may emerge anbiguous and synonmal words and complete @herence is never
readed. [46]. The ideabehind the development of these medhanisms is that language
shoud evolve to adissipative structure [44].

Disdpative structures evolve through a dynamic interadion in a system that is
subjed to (large) fluctuation [33]. The fluctuations (or non-equilibrium states) are the
driving condtions that leads the dynamicd processto a cetain structure. Due to ever
increasing entropy, however, this dructure is nat a stable state [33]. Entropy is a
measure that can be interpreted in dfferent ways. It was introduwced in the aurrent
sense in the theory of thermodynamics, and it is a parameter that measures the useful
exchange of energy of a cetain system [33]. In the dhaos theory, ore can think of
“(metric) entropy as a number measuring the time rate of creaion d information as a
chaotic orbit (or attractor) evolves [31]. An attrador is a particular spaceto which a
system conwverges, it can be compared with a disgpative structure. So, entropy in the
sense of language evolution may be compared with the flow of information and
representation that the ommunicaion produces. Ever increasing entropy leals to new
fluctuations in the system, thus keeping the system evolving to the disspative
structure irreversibly [33]. It can, for example, be compared with the way an ant
society forms a path.

Disdpative structures have been introduced in the theory of thermodynamics.
Consider the following example of a thermodynamic system that is cdled the
Brusselator [33] (this exampleisrather complex, but readable for physicd die-hards):

In some dosed system there ae two types of moleaules, X and Y, which are
initially concentrated in the numbers Xy and Y. Moleaule X is produced from Y
in some process and conversely Y is g/nthesised by areadion d substance A
(which synthesises X as well) and readant B. The system is explored for
increasing values of concentrations of B, with A remaining constant. It can be
cdculated that the system is likely to evolve to a dationary state of
concentrations of X and, i.e. dX/dt = dY/dt = 0, and concentrations X,=A and
Yo=A/B. If, howvever, the oncentration d B exceals a ceatain threshold, the
system sportaneously leaves the stationary state (Xo, Yo), as a result of
fluctuations. Now the @ncentrations of X and Y are oscill ating with a well
defined periodicity. Whatever the initial condtions were, the system approaches
alimit cycle, the periodic behaviour of which it is gable. We therefore have a
periodic chemicd process - a chemical clock. Now we might exped that the
concentrations of X and Y just fluctuates  that at a given moment we exped
more moleaules of X than Y in, say, the left part of the system. Then a bit |ater
we would exped more moleaules of Y, and so on. This, however, is not what
happens with a chemicd clock; here the system has only moleaules of X at a
given moment, then it abruptly changes to oy Y moleaules. Because dl these
changes occur with regular time intervals, we have a oherent process

13



If this kind d process has not been olserved, nobog would believe it. To
change their type just at once moleaules must have away to ‘communicae’ .
The system has to ad as a whole in order to change dl at the same time.
Disdpative structures introduce probably one of the simplest physicd
mechanism for communicaion, while it is formed through self-organisation.
Adapted from [33].

As we can see duwe to fluctuations in a system and by self-organising processs, a
system that is in a cetain initia state can evolve to a cetain (disspative) structure,
which is coherent. We think that language is a disgpative structure a well. So we
think that, smplisticdly spoken, at a particular moment there was a system that
caried awide variation d information, i.e. it was far-from-equili brium. There was no
language, bu only the intention and the physicd means to communicae. During a
cultural process of communication, creaion and asociation, words and meanings
emerged throughou the system of agents with large fluctuations. Due to these
fluctuations and a self-organising mechanism a (disspative) structure evolved:
language. Because of ever increasing complexity and dversity in meaning and
language (due to the opennessof the system), the processkeegps on evolving.

3.3 Language games

The formal description o the language games given in this dion is completely
adapted from Steds [46]. It first describes the terminadlogy of the system. Secondy, it
describes the dgorithm of playing language games. And finaly, it defines the
seledion criteriafor the self-organising.

3.3.1 Terminology

In the system there is a set of agents A = {a,...,.a,} and a set of objeds O =
{oy,...,0} O A. Each agent is assumed to have aset of feaures F = {f;,...fr}. A
feaure f; consists of a (p v) where p is cdled an attribute(-name) and v is a
correspondng value. A distinctive feature set Dygpy is a set of fedures that
distinguishes an oljed (or an agent) from a set of other objeds/agents B = O\ { g} iff
Dyoigy O Fand Oa O B, Dygjey O F. There can be several distinctive feaure sets, and
there can aso be nore.

A word is a sequence of letters drawn from a finite shared aphabet. In my
experiments words are aeaed in aphabetic order, i.e. the first word is (a b), the
seondis(a g, ...,(az), (ba), .... An expressonis a sequence of words.

AlexconL OF xW ={ky, ..., ky}, wherek, = (w; f;) withw; O W isaword that is
asociated with afeaure f; O F. k, is cdled an asociation. Each agent is assumed to
have its own lexicon, which isinitially empty.

There is also a use-factor u(k,) which is the number of times the asciation k, is
used by a particular agent. Swccessfactor s(k,) is the number of times that association
k. is used succesgully, i.e. when agame ended with communicdive success [46].

' This use of termi nology is mewhat confusing here, becaise here the usage of ‘ communicae’ has
nothingto dowith the experiment that is presented here.
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3.3.2 Language games

A language game includes a context C = {0y, 0,...,0} 0 O, aspeaker SOA n O #
0,andahearer hJA n O# [0, and atopic t O C. The language games involves the
following steps:

1. Both the speaker s and the hearer h determine the distinctive feature sets Dy ¢ =
{Dgg | B = C\ {t}}. It is assumed that both agents share the same distinctive
feature sets.

2. The speaker chooses one distinctive feature set Dj O Dy c; and encodes an
expression e which covers D;.

3. The hearer demdes from e the feature sets H = {H,,...,Hq} using the uncover
function.

4. The language game ends in communicative success when H n Dy # O,
otherwisein failure.

In the language encoding and decoding processes, the cover and uncover functions
are the most important. They are defined as follows:

covea(D,L) ={e|e={w|D=0f with<f,w>0L}}
uncover(el) ={H|H=0Ofiwith<fw>0OL,w e}

The cover function yields a set of possible expressions. Only one is selected for use in
communication, based on two criteria: (1) the smallest expression is preferred and (2)
in case of equal size, an expression is preferred that has the best score m(k) = s(k;) /
u(ki).

The success of alanguage game is determined by the hearer by means of comparing
the decoded feature set with the expected distinctive feature set. A language game has
three possible outcomes:

1. There are not enough distinctions to identify the topic in this context, i.e. Dy
=[.
2. The game ends in communicative success, i.e. HnDycy 2 0.
3. The game ends in communicative failure, which could take many different
forms:
e The speaker s may not have enough words to encode all the distinctive
features, i.e. cover(D;, L;) = O.
e The hearer h may not have enough associations to decode al the
meanings, i.e. uncover (e, Ly) = 0.
e There is a mismatch between expected and decoded meanings, i.e.
Hn D{t,C} =[.

These different types of result are criteria for steps that are used for the language
formation. Thisis discussed in the next section. [46].
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3.3.3 Rulesfor language for mation

In this section | will discuss the rules that an agent follows in adapting the lexicon.
This adaptation is driven by the outcome of a language game. The explanation follows
the explanation used in [46].

3.3.3.1 No distinctions are possible

This is the case when the agent was not able to distinguish the topic from other
objects in the context (outcome 1 in the preceding section). This should put pressure
on the meaning creation process to introduce a new distinction. This mechanism is
discussed in detail in chapter 6.

3.3.3.2 Thelexicon isinadequate for the speaker

When an agent has not enough associations in his lexicon to encode all the features
in the chosen distinctive feature set D;, the game ends in communicative failure and it
isindicated for which features there were no words. Every use of the associations, that
were used, are incremented, but not the success. The speaker may create a new word
with a certain probability (usually 0.05) and associate it in his lexicon with the non-
covered features. [46] This is based on the generation mechanism. The probability
factor isintroduced in order to decrease the amount of ambiguity.

3.3.3.3 Thelexicon isinadequate for the hearer

The hearer may not have enough associations in his lexicon to decode all the
meanings from e. In this case the game ends in failure and it is indicated for which
words no associations were available. Several possibilities can be distinguished:

1. No words at all could be decoded. In this case the hearer associates the
expression with one of the feature sets in the distinctive feature sets. Note
that this operation may lead to ambiguities because there might be more than
one way in which the topic is distinguished from the context.

2. Some words could be decoded while others could not. When there is only
one word that is unknown, then the hearer can deduce from the meaning of
the known word(s) which distinctive feature set(s) is (are) appropriate to the
expression. So, a new association can be made. For the decoded words the
use is incremented, but not the success. [46].

New associations are made, thus words propagate through the community.
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3.3.3.4 Nowordsaremissing

This is the cae when bah the spesker and the hearer were cgable of encoding or
deading the distinctive feaure sets with an expresson. Different posshiliti es can
arise:

1. There is complete success when the distinctive feaure sets expeded by the
heaer include the one deaded from the expresson wsed by the spedker.
Both the use and the successof the assciation isincremented by the speaker
andthe heaer.

2. There is success bu it is too general. This is the cae when the heaer
deaded more possble meanings for the expresgon. In that case, ornly the
success of the aciation that was effedively relevant, i.e. the one that
resembles the topic best, gets incremented. The use is incremented for all
associations used.

3. It may be that the feaure set decded by the heaer is nat one of the feaure
sets that is distinctive for the topic. The success sore for the implied
asciation is therefore not incremented. The words in the expresson are
asciated with the gopropriate asociations in the distinctive feaure sets.

The way an agent adjusts the use and/or success gores is the basis for the self-
organising seledion. If agents have to choose between words that have the same
meaning, the most succesful ones are chasen, thus leading to the seledion d the best
association.

These ae dl therulesthat an agent hasin order to form alexicon. Note again that all
the rules are alapted from [46].

3.4 An example of the formation of a language from scratch

In this edion | will explain the formation d a language using an example that is
adapted from [44] and [46], but it focuses on the roba environment. It is an example
where a spatial vocabulary is formed. In this experiment two agents are
communicaing abou objeds in their environment, including themselves. They can
either indicae the objea by their names or by their spatia relations [44].
Implementation d this experiment on the robas is the end-goa for the experiment
that is described in thisthesis.

Objeds o; in the eavironment can be described by some perceptua fedures that |
will give astrad names like fy, f,, ... etc.. Their spatia relations from the point of
view of an agent also can describe these same objeds. |.e. objeds can be located by
their two dmensional placein space If it islocaed, an ojed can beindicaed by, for
example, ‘front left’, cf. the termindogy of [44]. The x- and y-co-ordinates in a two-
dimensiona space ca assgn an oljed. The aent’s point of view is the origin O =
(0,0 the xy-plane, the diredionthat it isfadng in the front is defined aong the y-axis.
Eadh agent autonamously determines the locaion d an oljed, and assgns the xy-co-
ordinates of the objed from the agents’ own pant of view.

Eacdh agent then can assgn spatia relations like left, right, front etc. by the foll owing
rules:
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e Front: y>0.
« Sidee y=0.
* Behind: y<O.
o Left: x<O0.
e Straight:x=0.
* Right: x>0.

In the simulation experiments that have been dorg, it is assumed that two agents
participating in a language game ae standing in front of ead aher fadng one
ancther. This has two important consequences: (1) the other party in alanguage game
is dways ganding in the front and straight, from the point of view of both agents.
And (2), al other objeds have different spatia relations from the point of view of
different agents. If, for example, an oljed has the spatial relations ‘fr ont left’ from the
point of view of agent &, then it has, from the point of view of agent &, the relations
‘behind right’. So, for clarity, the following pairs of oppasing relations can be
identified: (front behind), (side side), (I€eft right) and (straight straight).

In the examples drawn here, | will follow some dialogues that, for simplicity, are
held with orly one mntext. The mntext consists of agents a; and &, and the objeds
01, & and a. It is asumed that al agents have the same fedure sets for the objeds.
The feaures for the objeds are & follows:

01. {fq fa fe}, pov-ai: (front left), pov-a {behind right).
02: {fq f4 fs}, pov-a;: (side right), pov-a, (side left).
03. {fq fs fg}, pov-ai;: (behind right), pov-a (front left).

Here, ‘pov-g’ means ‘from the point of view of agent g’. In the examples that foll ow,
the agents change their role in the language games randamly from spedker to heaer.
In every language game atopic is chasen randamly by the speder. The spedker aso
choases the way it indicates the topic, i.e. either by name or by spatial relation. It is
asumed that the hearer knows what the topic is, and that it determines rightfully the
way thetopic isindicated.

Example 1. Thisis language game 1. Both agents do nd have any asociations made
in their lexicon, i.e. the lexicon is empty. Agent a; is the speker and & is
consequently the heaer. Objed 0, is the topic and the way of communicaion is by
indicating perceptual relations. As can be derived from the feaure sets of the objeds
{f4} isafeaure set that distinguishes o, from all other objedsin the mntext, so {fs} is
adistinctive feaure set.

Di al ogue 1

ai: Dep={fs - (nil)

az Do = {{fas} {{side}, {left}}} - pov-ai: {{fs}, {{side}, {right}}}
a, (nil) - O7? - failure

a;. create word (a b) and associate it with {fg}
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Agent & could not encode feature set {f;} with an expression because the lexicon was
empty, therefore it expressed (nil). The communication was a failure and agent &
created a new word (a b), which it associated with feature set {f,}. The hearer could
do nothing, because the expression (nil) was decoded into an empty feature set. It can
be seen how the hearer transforms its spatia relations from its own point of view into
the point of view of the speaker.

Example 2. In dialogue 17 o, is again the topic, with a; the speaker. Again & chose to
indicate the topic by name. Agent & has one association in his lexicon: <{fs;}-(a b)>,
and the lexicon of & is still empty. Now we see the following dialogue.

Di al ogue 17

a;: Dy = {f4} - (ab)

az Do = {{fas} {{side}, {left}}} - pov-ai: {{fs}, {{side}, {right}}}
a,, (ab) - 0O7? - failure

a,. associate word (a b) with feature set {f,}

Agent & could encode {f;} with the expression (a b). The hearer, however, could not
decode this word with a meaning, so the language game was again a failure. Now the
speaker increments the use for the association <{f}-(a b)>, and & associates this (a b)
with feature set {f4}.

Example 3. In the mean time the system has evolved some more and the lexicons for
both agents are starting to form. They now look like this:

Lai: {{<{f4}-(a b)> s=2,u=4},
{<{f6}'(a C)>! SZO! Uzl},
{<{right}-(a c)>, s=0, u=0},
{<{behi nd}-(a d)>, s=0, u=0}}

Lat {{<{fa}-(a b)> s= 2, u=2},
{<{right}-(a c)>, s=0,u=1},
{<{fe }-(a c)> s=0,u=0}}

As you can see both agents have an ambiguity for (a c), this is caused by
independently creating the word (a ¢) and associating it with different meanings. In
systems where there are more than two agents, ambiguity could have other causes as
well.

Now suppose another dialogue where agent a; is the speaker and object o3 is the
topic. & chooses to indicate the object by its spatial relation.

Di al ogue 38:
a;.  Dys={{behind},{right}} - (a d) (a c)
az Deg={{{front },{left}}, {{fs},{fs}}} -
pov-ai: {{{behind},{right}}, {{fs},{fs}}}
a,, (ad - 0O? - failure
(ac) - {right} and {fg} - {right} - success

a,. associate word (a d) with feature set {behi nd}

This dialogue was partly a success. Agent & could not decode (a d) with a feature set,
because this word was not part of its lexicon yet. It could, though, decode (a c) with
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the feature sets {right} and {fs}. Since, {fg} is not an element of Dy3 and {right} is, &
could infer that (a d) must be associated with {behind}. Because this dialogue was
partly a success g increments the use of <{behind}-(a d)>, but not the success; and
both & and & increment both the use and success of association <{right}-(a ¢)>. This
way the association <{right}-(a c)> emerges to a coherent word-meaning pair of the
language.

These examples show how words are created and associated. | have not discussed all
the rules given in the previous section, nor are they rea experiments, although they
are examples drawn from real experiments as reported in [44] and [46]. They only
have been modified alittle bit for a closer correlation with the experiments reported in
this thesis, and they are only used to clarify the adaptation processes of the lexicon. In
these examples some simplified assumptions have been made. The first one is that
there are only two agents in the environment. In the simulations done by Steels there
were always more, e.g. twelve which then were aso the only objects. Secondly, |
assumed that the feature sets were held constant, an assumption also made by Steels,
but which will not be true on real robots. The third assumption was that both agents
aways identified the same topic, which may not be true in real robots. Findly, |
assumed that the distinctive feature sets in both agents were the same. This follows
from the previous stated assumption that both robots have the same feature sets for
every object, and that the topic is the same in both agents. In addition, this will not be
trueinreal robots either.

3.5 Summary

In this chapter the language formation based on adaptive selection mechanisms
introduced by Luc Steels [41] has been described. The idea is that language evolves
through socia interactions between agents and by adaptation driven by selectionistic
forces, yielding a language that evolves to a dissipative structure. Steels proposed
three mechanisms for language formation: generation, propagation and self-
organisation. These mechanisms are implemented in a process of so-called language
games.

In a language game, two agents are involved. One chooses to be the speaker, the
other is the hearer. Both agents are assumed to share the same context of objects in
their environment. The speaker chooses a topic from the context, and uses extra-
linguistic means to make this topic clear to the hearer. Both agents then try to
discriminate the topic from the other objects in the context, yielding a (shared) set of
distinctive feature sets. The speaker chooses one distinctive feature set and encodes
this set into an expression. The hearer decodes from this expression a set of features,
which it compares with its own set of distinctive feature sets in order to determine the
success of the language game. Success is reached if the decoded feature set is an
element of the set of distinctive feature sets. Otherwise the game ends in (partial)
failure. According to the cause of this failure, the language is adapted. The speaker
may create new words, while the hearer may make new associations. For every use of
an association, a use-factor for this association is updated. A success-factor of an
association is updated if the game where this association is used was successful. If the
speaker has to choose between two or more words that have one meaning, the most
successful word is chosen, thus increasing the (successful) use of that word. So, the
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associations that are often used successfully will be used even more often, thus
making the system selectionistic.

Experiments in simulations have shown that these mechanisms are sufficient to
originate a coherent lexicon from scratch. The resulting lexicons are natural language-
like in that it shows some important similarities with human languages. ambiguity,
synonymy and no complete coherence are all present in the system. Furthermore, the
system is fully distributed and open-ended. Until now, only the mechanisms for the
formation of a lexicon have been discussed. A language, however, also must have
semantic features (or meaning). Just as language, we think that meaning should evolve
with selectionistic mechanisms [43] in a co-evolution with language [47]. The
theoretical model for meaning creation will be discussed in the next chapter.
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4. PERCEPTUAL GROUNDED MEANING CREATION
4.1 Introduction

In the linguigtic literature, approaches to meaning are dassfied in three different
groups [6]: (1) A ‘referentid’ or ‘dendtationa’ view. This viewpaint approaches
meaning from the outside of an agent (usualy human beings), and it concentrates on the
informational significance of language. (2) There is a ‘psychdogicd’ or ‘mentdistic’
approach. Theories for this approach look at the inside of an agent and focus on the
cognitive significance of language. From this paint of view, meaiing lies in the
internalised representation d their retrievable wntent. And (3) some theories may be
classfied as ‘socid’ or ‘pragmatic’, which focus on the cmmunicaion as a social
adivity. Acoording to this view, meaning lies in the way agents use symbds in the
course of ther interadions with ead aher. Chierchia and McConrell-Ginet think
meaning must be explained using al these agpeds. | agreethat it is right to investigate
meaning from these goproades.

Their paint of view, hovever, is in line with the Chomskian (or Fodarian) ideathat
meaning resides in uriversal concepts. |.e. the meaning of a word can be explained in
universal comporents which are innate, and from which all | anguages draw their lexicd
labels. The main mistake that they make, | think, is that meaning canna be represented
by universally innate structures, becaise then there must be too many concepts gored in
alimited amourt of genetic structures. There ae no more than 200,000structural genes
present in the human genome, as oppased to the ca 30 hlli on corticd neurones [5]. In
addition, if we look at the evolution d brain organisation, we may note that the total
amourt of DNA per cdl does not change from mouse to man, despite differences in
brain complexity [5]. So, it can be agued that there ae no innate structures of meaning
present in the brain.

At the Al-Lab, we think that meaning develops in interadion d an agent with
surroundngs or its internal states. A concept (being an ojed or internal state, etc.) is
observed by an agent, who constructs an internal representation d this concept using
discriminative fedures. |.e. the agent associates a mwncept with feaures that distinguishe
that concept from other concepts. Meaning is further classfied by adding lexicd labels
to these fedures, thus constructing a shared set of meanings in a society of agents. The
asociations of word-meaning pairs are anstructed in fuzzy sets of family resemblance
like fedures. This is cf. the nation d Aitchison [1] that "for the mgjority of words,
meanings in the mind are fuzzy, na fixed'. The way the meaning co-evolves with
language in our experiments the same principle anerges, as will be discussed in sedion
4.3.

Aswas mentioned in the preceding chapter, words in alexicon must be asciated with
a set of feaures that represent an oljed. This st of feaures congtitutes the meaning of
an oljed from the paint of view of the agent. Instead of implementing a condtional
rule-based system, | propcse to implement the perceptual grounded meaning credion
propcsed by Steds [43]. Thisis conform the ideathat meaning and language @-evolve
in a group d distributed agents [47]. Like in the mechanisms used for adapting a
lexicon, the method that is used for adapting meaning is roughly based onthe theory of
natural seledion. The medhanisms for the cdegorisation d objeds are generation and
self-organisation. Again, a series of games are introduwced, oy this time these games
are cdled discrimination games.
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Our basic notion of meaning is the internal representation of a concept. This concept
may be either a physical object, a particular relation (e.g. a spatia relation), an interna
state of an agent or an action etc. The experiments that | have implemented concern only
physical objects, so | will only concentrate on the construction of the meaning of
physical objects. Although there are many linguistic and philosophical definitions of
meaning, we think that meaning is represented by one or (usualy) more distributed sets
of feature sets that distinguishes a particular concept from other concepts in a particular
context. These distinctive feature sets need not be the same for every situation in which
the concept is discriminated, but they have to be general enough to be used more often
in distinguishing the same concept.

Meaning takes many forms depending on the context and nature of the situation
concerned. Some meanings - such as light intensities - are perceptually grounded. Others
- such as socia hierarchies, goas or intentions for actions - are grounded in socia
relations or in the behavioural interaction between the agent and the environment [43].
A theoretical modd is proposed to explain how an autonomous agent may originate new
meanings. The modél is theoretical in the sense that no claims are being made that it is
empiricaly valid for humans or animals. The goal is to outline and validate possibilities
[43].

The next section describes the forma mechanisms for the meaning creation, and
discusses which results should be used in the language games. The formation process
will be illustrated with some examples in section 4.3. The fina section contains a small
summary of the described process. Results of the robotic experiments are given in the
chapter 8, the examples from section 4.3 are drawn from simul ation experiments.

4.2 Discrimination games
4.2.1 Introduction

In the process of language formation, sc1 Sc2 sc3
an agent hasto distinguish one objector
direction from others using sensors and
low-level sensory processes, in order to
communicate about it. To distinguish —
certain objects in a coherent fashion, an
agent has to obtain features of an object
S0 it can successfully discriminate that o

particular object from another. The
process of discriminating an object is

caled adiscrimination game.
In the moddl it is assumed that there

are different objects, which have L
characteristics that are sensed through Figure 4.1 The %gmentatlon of the feature space by
sensory  channels, which are either € Sensory channels.

derived directly from asensor or from low-level sensory processes. Sensory channels are
designed to characterise certain properties that can be derived from a sensor. These
properties could be, for example, the sensor values that are sensed directly. Or they
could be properties of a spatial description from a certain point of view in the robot, of
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internal states like a certain motivation, actuator states. | think one can best compare
these feature detectors with neurones that are only sensitive for certain stimuli. Hubel
and Wiesdl [24] have found neurones that, for example, only respond to stimuli of lines
in a specific orientation, such as those neurones that are present in the visual cortex of
cats.

In the context of this experiment | will only focus on perceptual properties of objects.
These properties may be absolute, like the type of light they emit, or temporal, like the
relative place where a particular object is. Meaningful distinctions take the form of
features, which decompose into an attribute and a value [43]. According to Steels[43] a
feature "is derived by a feature detector which discretisises the continuous space of one
sensory channel. The feature indicates that the value of a sensory channel fals within
one sub-region of the space” defined by the feature detector (see fig. 4.1). Attributes
represent the names of the different features. The vaue is the outcome of a certain
function that is applied to the object by a sensory channdl.

The model is based on the hypothesis that meaning emerges from the construction and
selection processes that are embedded in the discrimination tasks [43]. Each agent is
capable of constructing new features (i.e. new segmentations of the sensory space) and
sdlecting these features by differentiating them from features of other objects in a
context. Discriminations are based on one or more features grouped as a distinctive
feature set. A distinctive feature set is a set of features that discriminates one object from
another. There may be more than one distinctive feature set for an object, but there aso
may be noneif there are not enough features to discriminate the topic [43].

In the next sub-section the mechanisms for the discrimination tasks will be defined
more concretely. | will define the mechanisms for just one agent, but they are obvioudly
applicableto all agents.

4.2.2 Theformal description of discrimination games

This section describes the theory that is fully adapted from [43]. For convenience, |
will not refer to the source again in this section.

Let there be a set of objects O={ol,....on} and a set of sensory channels
S={sc0,...,scm}. Each sensory channel sci: O- [LB,UB] is a function that maps a
sensory value to areal vauein the interval [LB,UB]. LB is the lower bound of sensory
channel i, and UB the upper bound. Every agent has a set of festure detectors
FD={d,,...d}, where d=< p;,Vi,¢i,scj >. Here p; is a attribute name, V; is a set of
possible values for p;, ¢ : S-V; isared-vaued function, and scj is a sensory channel.
Theresult of applying afeature detector d; to an object oi is afeature written asapair (p;
vi), where v = ¢i(sci(0))) LV is the vaue of attribute p. The feature set for an object o is
now defined as:

F(o)={(p i vi)| di O D}

Two features (py v1) and (p2 V») are distinctive iff py = pp, and vi Z vo. A distinctive
feature set is then defined as:

D(o)={f | f = (p V) O F(o;) and " o, O C either = [F=(p' V) a
F(oc)
with p=p'or [ O F(oc) with fand f' distinctive}
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There can be severd distinctive feaure sets for the same o, and C, or nore.

A discrimination game for an agent invaves atopic o;/ 7O, and a context C [7 O \{og.
The discrimination game is a success if a distinctive fegure set could be found, i.e.
Do) # [J, and it is a failure when no such feaure set could be found, D%(oy) = L.
Depending on the outcome of a discrimination game the repertoire of a meaning is
adjusted hy an agent in the foll owing way:

» The game is unsuccessul, so the agent could na make enough dstinctions. There
are two ways to remedy this stuation:
 If there aedtill sensory channels for which there ae no fedure detedors, a new
feaure detecor may be wnstructed. Thisoptionis preferred.
« Otherwise, an existing attribute may be refined by credaing a new feaure
detedor, that further segments the domain that is covered by an existing
attribute.

» Thegamewas siccesgul. In case there ae more than ore distinctive fedure sets, the
feaure sets are ordered based on peference citeria. The 'best’ fedure set is chasen
and wsed as outcome of the game. A use-fador is increased for the chosen fedures.
The aiteriafor chocsing the best set are a foll ows:

o Thesmalest set (i.e. the one with the least number of feaures) is preferred.

* In case of equa size, the set in which feaures imply the smallest number of
segmentationis preferred. Thus the most abstrad feaures are chasen.

» In case of equal segmentation, the set of which the feaures have been used the
most is preferred. This ensures that aminimal set of feaures develops. [43].

Just like in the language games, when discrimination games are played repededly, using
al the objeds in the environment, a wherent system develops from the presaure of the
sdedion and the diversity of the environment. Experiments dore by Steds arealy
showed this principle.

Conform the language games defined in the previous chapter, | introduced a success
fador. In the system | have implemented, the use fador is increased for all distinctive
fedure sets. The successis only incremented for the best distinctive feaure set. It is
thought that it will i ncrease the dficiency of the seledive self-organisation.

In the termindogy that | will usein this thesis, a fedure detedor d and afedure f are
sometimes used through ore anather. The dharaderistics of these terms are more or less
the same, however, adistinction that | make is that afedure is atemporal charaderistic
of an ojed, while afedure detedor is a long-term representation in the system of
discriminations. For both fegure and feaure detedor | will dencte the dtribute name &
sc0, scl,... A featureis further denoted with the value that is measured with the sensory
channel. The domain of a feature detector, on the other hand, is either denated as an
interval [vO,v]] or, cf. [51], as an extension to the dtribute name a <0-0, sc0-1, sc0-0-
0, sc0-0-1, etc.. The extension -0 refers to a refinement of the lower half, and -1 to the
upper half.
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4.3 An example

Suppose we have an agent who has three sensory channels: scl, sc2 and sc3 and who
perceive three objects with the following features:

0l: [scl:10,sc2:1,5¢c3:4]
02: [scl:7,sc2:34,5¢3:5]
03: [scl:11,sc2:2,5¢3:182]

The objectsinitialy have the following feature detectors:

ol: {scl,sc2,sc3}
02: {scl,sc2,sc3}
03: {scl,sc2,sc3}

The agent initialy has no feature detectors that are segmented in the domains of the
sensory channels. The agent chooses 0l as the topic for the first discrimination game,
and the game immediately fails, because al objects have the same feature detectors, so
no discrimination is possible. The agent now refines an arbitrary feature detector as
follows:

scl: [0,255] — sc1-0: [0,127.5] and scl-1: [127.5,255]

The agent refines all sensory channels further until we have, for example the following
features attached to the objects (note that, although only refined features are taken, the
not-refined features are vaid as well):

ol: { sc1-0,sc2-0,sc3-0}
02: { sc1-0,sc2-0,sc3-0}
03: { sc1-0,sc2-0,sc3-1}

Suppose we have object 03 as topic, we can find a distinctive feature set that
distinguishes 03 from the other objects, namey: {sc3-1}. This feature is not found at
any other object, so the discrimination game was a success. Both the use and success of
this feature isincremented.

Suppose how, that we have 02 as topic of the discrimination game. There are still no
feature sets that can distinguish 02 from the other feature sets, so the feature detectors
have to be refined further, for example as follows:

sc2-0: [0,127.5] — sc2-0-0: [0,63.75] and sc2-0-1: [63.75,127.5]
After awnhile, the given objects can, for instance, be classified as follows:
ol: { sc1-0,sc2-0,sc2-0-0,sc2-0-0-0,sc3-0}

02: { sc1-0,sc2-0,sc2-0-0,sc2-0-0-1,sc3-0}
03: { sc1-0,sc2-0,sc2-0-0,sc2-0-0-0,5¢3-1}
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Now we can dstinguish al objeds from one ancther. Suppase the ajent plays a
discrimination game with oljed 02. It is clea that the set {sc2-0-0-1} discriminates 02
from 01 and 03,50 the discrimination game ends in success If, onthe other hand, we
have 0l as topic, the set { sc2-0-0-0,sc3-0} is a distinctive feaure set; no aher objed in
the context sharesthis st, so the game ayain endsin success

Until now, the mntext was a static context. |.e. the ojeds had the same feaures over
time. Obvioudy thisisnat truein red situations. If we look at an oljed, say a mmputer
monitor, from different angles, we seedifferent feaures of this objed. If we look at it
from the front side, we seg for example, a glasslike screen, with some windows in it,
we seesome icons and maybe dharaders. But if we look at the monitor from behind, we
seesome kind d protuberance with cables plugged in. So we observe different sets of
feaures, bu we would remgnise it in bah cases as a mmputer screen. Althowgh we
may mistakenly recognise it as a television set. Our agents must be cgable to make
similar judgements.

Suppase we have the foll owing context:

01: [scl:38,sc2:1,5c3:4]
02 [scl:7,5c2:345¢3:5]
03 [scl:11sc2:2,5c3:187

Andwe have, for example, the foll owing sets of feaure detedors:

ol: {sc1-0,sc1-0-0,s¢1-0-0-1,s¢2-0,5c2-0-0,5¢2-0-0-0,5¢3-0}
02 {sc1-0,sc1-0-0,sc1-0-0-0,5¢2-0,sc2-0-0,5¢2-0-0-1,5¢3-0}
03 {sc1-0,sc1-0-0,s¢1-0-0-0,5¢2-0,sc2-0-0,5¢2-0-0-0,5¢3-1}

Now the discrimination game yields the foll owing set of discriminative feaure sets for
ol {{ sc1-0-0-1} {sc2-0-0-0,sc3-0}}. Obvioudly, the game ends in success All feaure
detedors that condtitute these discriminative fedure sets increments the use fador.
Becaise set {sc1-0-0-1} is the smallest set, this st is used for the language game and
the successof thisfeaure detedor isincremented, whil e the others' are nat.

Note that, dthough ony {{ sc1-0-0-1} {sc2-0-0-0,sc3-0}} are given as distinctive
feaure sets, combinations of feaures are dso allowed if they are digtinctive from any
combination d the other ojeds. So, we may include sets like: {sc1-0-0-1,sc2-0}, {scl-
0-0-1,c2-0-0}, {sc1-0-0-1,sc2-0-0-0},{ sc1-0-0-1,sc3-0}, ..., {sc1-0-0-1,sc2-0,sc3-
0},..., but nat setslike: {sc1-0-0-1,sc1-0} or {sc1-0,sc2-0}, because the first set has two
feaures for one sensory channel and the seaondis nat discriminative. In the example |
have nat included al combinations of possble distinctive fedure sets becaise the set
would bevery large.

Suppase now that a cetain dscrimination game yields the following set of distinctive
feaure sets: {{ sc1-0-1} { sc1-0-1-0},{ sc2-0-0-0,sc3-0}}. Which distinctive fedure set is
the best? The answer is {sc1-0-1}, because thisis one of the two sets that has only one
eement and this fedure detedor is least refined (i.e. it has only two segmentations,
whil e sc1-0-1-0 hasthresd.

What if the discrimination yields {{ sc1-0,sc3-1-0},{ sc1-0-1,sc3-1}} as st of
distinctive fedure sets? In this case, there ae two sets both with two elements, and
furthermore, the total depth of segmentation is equal for both distinctive fedure sets.
Now the ayent will chocse the set that has the best score m = 5 s/ u, where sis the
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success sore of afedure detedor, and u the use. The sum, in this example, is taken for
every distinctive feaure set over both feaure detedors. For the dhosen set, bah the
successand e aeincreased by 1, thusincreasing m, whil e for the other set only the use
isincreased. If mis equal in bah sets, then ore set is chasen arbitrary, hence the next
timethis stuation ccaurs, this st is chasen becaise then mis higher for the chosen set.

As we saw in pradice we may find dfferent distinctive fedure sets for the same
objeds in dfferent situations. So, ore might argue that it is necessary to introdwe a
higher label in the hierarchy of a meaning. | think the top label of this hierarchy, at least
for physicd objeds, can be established hy language. |.e. al classes of distinctive feaures
that congtitute an oljed can evolve to a unique representation in language. So the
highest level of meaning is represented by language, which in turn is represented by its
digtinctive feaures. Seledive presaures and variation d the environment can classfy
different digtinctive feaures into ore dassif they belong to ore objed. How does this
work?

Let us look a a complete language game, including the discrimination. The speker
choaoses the best digtinctive feaure set, which it uses for the language game a described
in chapter three Suppase the spedker expresss (a 9, the heaer then triesto deade (a §
into a feaure set and compares this &t with its own dtinctive feaure sets. If the hearer
falls to decode the expresson, it asociates the expresson with its st of distinctive
feaure sets. Because there may be more than ore set, the different ditinctive feaure
sets may be asciated with the same word, thus leading to variation and ambiguity. We
seethat fuzzy sets are formed which show a family resemblance The ambiguity causes
the lexicon and meaning to cohere, becaiuse the diff erent representations in fad mean the
same thing. So, if the agent now uses one of these distinctive feaure sets to indicate the
same objed, it has one word for this objed. Furthermore, if different associations are
used succesgully more often, then seledion may cause diff erent representations to mean
the same. So, ambiguity at this level is naot a linguistic ambiguity, bu rather an
ambiguity at the level of internal representations.

4.4 Summary

In this chapter the processof meaning creaion is introduced. The theory developed
by Steds is based ontwo basic medhanisms. (1) the generation d fedure detedors,
and (2) sef-organisation. These mecdhanisms are the same & those that were
introduced for language formation, except that the language formation also has a
mechanism for propagation (seeprevious chapter).

The mechanisms are implemented in a system that ‘plays discrimination games. In
discrimination games, atopic is chosen from a cetain context that consists of severa
objeds. All objeds are described by feaures that are observed by the agent’s sensory
channels. In the discrimination game, the aent tries to find a set of feaures that
distinguishes the topic from the other objeds in the cntext, thus yielding one or more
‘distinctive feaure sets'. If this st is not empty, the discrimination game ended in
success and the use for all distinctive feauresis incremented. The successof only the
distinctive feaures that are used in the cmmunication, which constitute the most
general set isincremented. Thisway seledion seaures that the most useful distinctions
survive in the popuation d distinctive feaures. If the result of the discrimination
game is an empty set, the agent constructs new feaure detedors by choasing an
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arbitrary feature detector and refining this detector by dividing the feature space in
two equal halves.

Simulations have shown that agents can construct meaningful distinctions for
classifying objects using the above mechanisms. The building blocks for these
distinctions are not geneticaly determined, but emerge from the adaptive
selectionistic interaction of discrimination games with objects in the environment of
an agent. The resulting representations of objects are distributed features, which are
further classified by the language that the agents form.
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5. THE EXPERIMENTAL SETUP AT THE Al-LAB

5.1 The Robots

The experiments are implemented on the Cbots, which are developed at the Al-
lab. These are Lego robots as shown in figure 5.1. The robots are controlled by
the SMB2 (Sensory Motor Board), which is also partly developed at the Al-lab.
This sensory-motor board can be programmed in, an especially for behaviour-
oriented programming designed Process Description Language (PDL). The
robots are equipped with 11 sensors and 8 actuators that | have used. There are
three infrared (IR) sensors, two white light sensors, and two light sensors that
are modulated at a certain frequency. All these sensors are mounted in the front
(see fig.5.2). Furthermore, the robots are equipped with four bumpers, two on
the front and two on the back (see large triangles). The robots are also equipped
with four IR emitters, mounted in such a way that the robot can emit IR to the
front, back, left and right side (small triangles). There are two wheels connected
to two separate acting motors. The sensors and actuators are connected in
paralel with the SMB2 board. The energy of the robots is supplied by 9.6V
1100 mA NiMH batteries, which are rechargeable in a charging station by direct
physical contact through a charging rod mounted on top of the robot and an
aluminium plated at the bottom [50]. In this section | give a broad description of
the hardware on the robots, which is used during the experiments.

IR IR
sensors « emitter
s0re
s o
O O OO
LL LML RML RL
Bumpers
L
Wheels
Sensori-
Figure 5.1 A Lego-robot as is used at the Al- ) motor
Lab In Brussels. é’,(\’,laéi
The SMB2 is a specia designed
Sensory Motor controller Board: a
microcomputer for the direct
processing of the data from the

sensors and to the actuators. It

consists of a SMB add-on-board, Figure 5.2 A schematic view of the sensors

- : and motors of the robots as seen from above.
contal TII ng /O d chips, bus- The robot is facing north. LL and RL are
contro qs an Connedqrs’ white light sensors, LML and RML are
plugged in a Vesta board which modulated light sensors.

includes a Motorola MC68332
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micro controller. The micro controller contains 128k ROM and 256k RAM; and
it canrun at 16.78 MHz at 5V [54]. It is designed to process software written in
PDL.

The robot can be programmed in a C implementation of PDL, which was first
developed in Lisp. This program was devel oped because of the need for asimple
programmabl e device that controls dynamic behaviour of intelligent autonomous
agents [37]. The system is born inside the behaviour-based approach to
autonomous systems [38] and it is designed to be capable of real-time
interaction between dynamic processes inside the agent and the physical
processes of the environment [52]. The PDL has its own structure and syntax,
although its implementation is embedded in C, thus the C syntax isvalid as well.
The software sets up a network between quantities that capsulate the state of the
network, and dynamic relationships between these quantities which are
described by the processes [52]. The quantities set up the network between the
sensors and the actuators. The actuators can only be updated by the following
Statement:

add_val ue(Quantity, Del taQuantity)

which means that Quantity is increased by DeltaQuantity. The quantities are
more or less like the normal variables in a common program. The difference is
that these quantities are not being updated instantaneously when initiated [52].
Thisis done at the end of every clock-cycle of the sensory-motor board. PDL is
set up to carry out the processes on the sensory-motor board at 40 Hz, but
currently moving up to 1000 cycles/sec [49]. | will refer to these cycles as SMB-
cycles.

The robot is mounted with 2 digital bumpers in the front ant 2 in the back.
These sensors are used for touch-based obstacle avoidance. 3 analogue infrared
(IR) sensors are mounted in the front on the left, the middle and the right. In my
experiments they are primarily used to detect a source that emits IR signals (i.e.
another robot), but it is also used for smooth obstacle avoidance. Mounted on
the (top) front of the robot are 2 analogue white light detectors (LDR) for
detecting the light emitted by the charging station (see next section for a
discussion of the environment). Also 2 analogue modulated light detectors are
mounted on the top front of the robot for detecting the competitors in the
environment, which emit light modulated at a certain frequency. For both these
sensor types there is one on the left and one on the right. The organisation of the
robot is schematically given in figure 5.2. All sensors are connected to the
SMB2 board by seria cables, and enter the processor in parallel. The actuators
on the robot are of course the 2 motors for inducing the movement of the robot.
Also 4 IR emitters are mounted upon the robot in order to make itself visible in
4 perpendicular directions for another robot, but they are also used for smooth
obstacle avoidance. There is also a display, which can make some phases in the
program visibly distinguishable. Furthermore, a radio-link is mounted on the
robots.

The SMB2 Radio-link is a radio device that can both send and receive radio
signals at a certain wavelength [54]. Therefore we can classify this device both
as a sensor and as an actuator. The system was designed to make it possible for

31



robas to communicae with ead aher at a reasonably fast speed, and also for
remote monitoring of the roba’s interna state & run-time [54]. It can transmit
and recave padets of information which consists of, next to some wntrol and
size-indicators bytes, ore or more messages. The radio-link can be cntrolled by
PDL running onthe SMB2.

Figure 5.3 The ecosystem is enclosed by walls. There is one
charging station (in the middle), and several competitors (like the
one on the right).

5.2 The environment

At the Al-Lab in Brussels an ecosystem (figure 5.3) is st up where robas can
lean to survive. This was dore to doreseach onthe behaviour-based approach
to autonamous g/stems as is described in [38]. The biologicd badkgroundand
motivation for the design of this ecosystem was defined by McFarland [30]. In
the behaviour-oriented approach co-operation is forced uponthe agents by the
environment and emerges from the adivities of individual agents [39]. In this
sedion | will describe the environment along with the experiments that are
designed to explore the behaviour of autonamous agents that need to co-operate
in order to beviable.

In order for the roba to survive it neals energy, because the batteries deaease
in energy leve in time. The robds can recharge the batteries by parking in a
charging station (figure 5.4). There is a lamp mounted onthe darging station,
which can be used by the robas for locaing it [49]. The roba can find the
charging station wing phdotaxis. Phototaxis is a dynamicd process for
orienting towards a light source while driving forward. It is “achieved by the
creaion d an attrading force field which influences the motor speed dynamics
so that the roba turns right when there is lesslight on the left side and left when
thereislesslight ontheright side” [39].

When the roba is parked in the charging station, it recharges its batteries by the
suppy that is given by the station. In the environment there ae dso competitors
that compete for the avail able energy. The competitors emit moduated light that
draws energy from the ewmsystem as well. The robds can attak these
competitors by pushing against these g/lindricd boxes (see figure 5.5). When
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the robots pushes against this box, the lamp diminishes and thus takes away less
energy from the global energy flowing into the ecosystem [49]. This diminishing

Figure 5.4 The robot recharging in
the charging station. The charging
station has a potential difference
between two metal plates. The robot
has a metal rod on top and a
aluminium plate at the bottom to
conduct current and thus recharging
the batteries.

Figure 55 A robot attacking a
competitor. It finds the box by modulated
light taxis, and by pushing against this
box the light will diminish

is, however, only temporal, so the robots have to keep working in order to
survive. The amount of global energy can be set in advance in such a way, that
robots need to co-operate in order to survive [44]. Behaviour is learned by
exploring different behaviours and coupling these behaviours to a positive
feedback mechanism. A selectionistic mechanism is used to select for the best
behaviours, which thus would be explored further. [44]. It is thought that the
level of co-operation will increase when the robots can communicate [30]. The
principle of the ecosystem is shown schematically in figure 5.6.
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Figure 5.6 A schematic view of the ecosystem. The system consists of a certain amount of global
energy. The robots can consume energy at the charging station. Furthermore, the robots have to
compete with the competitors for this energy. They can do so by pushing against the competitors,
thus pushing out their light source. If the lights of the competitors are off, they do not consume
global energy. The competitors only temporarily turn their light off, so the robots have to keep
on working in order to survive.




6. THE DESCRIPTION OF THE EXPERIMENT
6.1 The outline of the experiment

One of the main pupaoses of the experiments | have dore was to show that the
evolution d a lexicon as described by Steds not only emerges by means of
simulations, but that it also can emerge in physicd systems like red robas. There ae
many approades of language games that could have been implemented, bu we have
chaosen to implement the formation o a spatia vocabulary described in [44]. We
could, for example, have chosen to implement the naming of agents-experiments as
introduwced in [41], bu then we would have to facethe problem of the anourts of
robas needed. In order to let this kind d experiment be meaningful, we would have
needed at least five robds or so, which were nat available. This choice was made
becaise it is one of the simpler variants of the language formation experiments that
could be dore & the Al-lab in Brussls.

During the implementation, havever, we changed ou goals. During the formation d
a gpatial vocabulary, the ayents srodd play naming games as well. Due to time
constraints on this projed, we ended the projed only with experiments containing
naming games (see[51]). In naming games, agents form their lexicon by using only
names to indicate objeds. We chase to combine the naming of agents with the naming
of the objeds in the eavironment. Now only two robas sufficed, because the objeds
arealy exist in the eavironment of the laboratory. Note, however, that in the thesis the
implementation d the experiment is partly described in terms of adapting a spatial
vocabulary. This is becaise the implementation process was focused on this
experiment, only the adua experiments were not carried ou.

In the experiment, two robdic agents soud form a lexicon abou the objeds that
are reaognised by the agents. The objeds are indicaed either by their name or their
gpatial description [44]. The medhanisms from which the formation d the lexicon
emerges is described in chapter 3. This description raised the first problem, becaise it
is based onalrealy reaognised oljeds, while remgnition d objeds obviously is no
trivial task for red robas. In simulations you can implement these feaures as a given
fad, bu in robas these feauresfirst need to be recognised. To overcome this problem
| could have dore various things. For example, | could have implemented the feaures
myself as a rule-based system in the form of: ‘if you see this, then it means that’.
Obvioudly thisis a static system that has the ‘intelli gence of its creaor. However, we
try to prove that the formation d intelligence of (robaic) agents - be it in terms of
meaning, language or behaviour - is a dynamicd system. Furthermore, Steds has
developed a theoreticd system to form meanings based on perceptual groundng in a
seledionistic goproach similar to the formation d language [43]. Thus | have dso
implemented this g/stem as described in the previous chapter.

Summarising, the major aim of this reseach is to chedk whether the hypatheticad
model developed by Steds, which is provento bevaidin' static' simulations, is valid
in' dynamic' red-world experiments as well. The experiments are dso built in order to
show (1) how agents may develop a shared vocabulary through a series of adaptive
naming games, and (2) how agents may generate distinctions to dscriminate between
objedsin their environment [51]. In the next sedion | will describe the experiment in
greder detail, including some problems that | expeded in advance In sedion 6.3l
will outline the goproadch | have developed in arder to construct the experiment.
Finaly, in sedion 6.4some concluding remarks are given.
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6.2 Theformation of a spatial vocabulary
6.2.1 A formal description of the experiment

In the robdic experiments a language game is defined as the whaole process from
making contad until the end d one @nversation. In the experiments described here
two agents engage in language games abou objeds by indicaing them either by name
or by their (two dmensional) placein space The objeds that the agents can name ae
al the recognisable objeds in the environment of the laboratory: the charging station,
the competitors and aher agents. The spatial relations they use ae only rough drec
tions: left, right, front, behind, aside or aigned. As mentioned before, the agents can
express gquences of one or more words, where word order is of no importance The
formation d the lexicon reeds to be a described in chapter two.

As described in [44], the experiment shoud invalve the following: All robds in the
environment are riding around dang their ordinary things, urtil one deddes to
communicae. This roba bemmes the spesker and makes the roba it wishes to
communicae with clea that it wants to communicéae. Then the other roba can dedde
to join the dialogue and becomes the heaer. Both robds that engage in the language
game then determine the @ntext, which consist of the objeds in ther (nea)
surroundngs including themselves. The spegker then choases a topic from this con-
text and makes the hearer clea what the topic is, using extra-li nguistic means (such as
pointing). This is necessary, because initially the robas have no aher linguistic
cgpadties. If the lexicon is aready formed to a grea ded, the pointing may not be
necessary anymore. When bah agents have identified the topic, the speaker expresses
this objed either by its name or its gatial relation. The hearer decodes this expresgon
in afeaure set, determines the succesfulnessof the cnwersation and replies the type
of success After a mnversation hes ended bah robds gart to do their ordinary
exploring until they engage in a new dialogue. This cycle is, in principle, repeaed
indefinitely.

In order to let the robds derive a oherent context and to determine the spatia
relations of the objeds in this context from the point of view of the other roba, bah
robds first need to face eals ather while standing close to ead aher. So, when the
speker determines a antext from its immediate surroundngs (these ae typicdly the
objeds within a radius of approximately 1.5 m), the heaer neals to derive the same
context in order to let the language games run smocthly. Furthermore, when the
speaker names an oljed by referring left and behind, the heaer needs to know,
where left and behind are from the point of view of the speder. If bath robads are nat
fadng ead aher, then the heaer (or the speder) neals to determine the orientation
of the other roba so it cen determine what diredion is left or right from the point of
view of the other agent. With current techndogy and means at the Al-lab the deter-
mination d the orientation d another roba, which could be any diredion, is a
problem. So, two agents that engage in alanguage game need to stand in front of eah
other and faceone ancther, before they can determine the context of the game.

Because the robas have only staticdly placel sensors on their body, usualy in frort,
they can orly scan their surrourdings by rotating themselves. So, when the robas
determine the cntext, they neel to rotate exadly one full circle, in order to end up
fadng ead ather again. The discrimination o objeds and credion d their semantic
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representation can be dore by the meaning creaion described in chapter 4. All the
above mecdhanisms need to be functioning using low-level sensors only (i.e. sensors
like infrared, (white) light sensors etc.), becaise no hgh-level sensor like canera
vision is available & this moment. When the context is derived and a topic is chaosen,
thistopic needsto be pointed at the heaer before the * spoken’ dialogue can start.

The language games will be implemented as is explained in chapter 3. Only the
feaures will now be red feaures instead of pre-progranmed feaures, and thus they
can be uncertain with regard to the red-world oljeds. Furthermore, becaise they are
creaed by the ayents themselves, they will not cary labelslike: ‘left’, ‘right’, etc.. But
rather, they cary abstrad labels, which do nat have meaningful names but instead
relate to the sensory signals that constitute an oljed.

6.2.2 Expected problems

Although | aready raised some problems that can be epeded throughou the
implementation d the experiment, | will raise the most influential problems more
explicitly in this subsedion. Though it may seem that the implementation o the self-
organisation d the lexicon will raise the biggest problems, thisis nat true becaise the
algorithm is already given. And running this algorithm on the robas did na bring up
major problems. The biggest problems shoud rather be expeded in constructing the
bourdary conditions by which the ayents $oud prepare their dialogues and in the
recognition processof the objeds. It was arealy identified by Flynn and Brooks [16]
that problems that initially seem to be very difficult usually are not, while the most
trivial seeming problems usualy are. 1.e., trivial seaning problems like, for example,
the processof finding and fadng ead aher are likely to raise bigger problems than
for example alapting alexicon.

One of the biggest problems that | expeded to happen isto let the robas that engage
in a language game behave synchronowsly. For example, if both robas engaged in a
language game ae looking for ead aher, then it is better that they do nd drive
around bah, because this will i ncrease the probability that they will missead ather.
So, ore of the robas $roud stand still whil e the other islooking for it. But then: how
would ore roba know when the other has foundit? Or, how do bah robas know that
they both have identified the topic so they can start to ‘talk’? And hav do bdh robas
know when some part of the dialogue has fail ed and they just have to start over either
partialy or totall y? In the next sedion | will propose answers to these questions.

Ancther problem that can be raised at this gage, is how the robas can recognise and
find ead ather. Which sensors $houd they use, and hov shoud the robas dedde that
they found eath ather? How do we resolve the problem of identifying objeds and
creaing meanings? Again, which sensory information dowe use? And hav does this
information reed to be ordered?

The next questions | will raise involve what extra-linguistic means shoud the robas
use to clarify the topic of the cnwversation from the speder to the heaer. It is, | think
most natural to use physicd pointing. But, how does the speaker point at an ojed so
that the hearer can identify this particular objed as the topic? Is it sufficient to just
orient towards this objed, or does the robat has to drive towards the objed? And howv
can the heaer determine what objed the spedker is pointing at?

And findly, if the preparation d the language game has finished succesdully, in
what way will the cmmmunicaion continue? |.e., given atopic, how would this topic
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be indicated (either by name or by spatia relations) and how would the other partner
in the communication identify which relation was spoken?

In this subsection | have raised some fundamental questions about how to organise
the experiment. In the next section | will discuss the proposed solutions that | thought
of initially, whether they worked throughout the development of the experiment or
not. In chapter 7 | will discuss the implementation process where the proposed
solutions were refined where necessary.

6.3 Proposed solutions

The proposed solutions of the problems raised in the preceding section are the ones
that | initially worked out in the development of the experiment. The development of
the experiment was more or less done by a means-end analysis. So | divided the
problem of implementing language games into smaller subproblems which will be
given in the following subsections. These subproblems were then developed further
through a process of trial and error, which is discussed in chapter 7. In this section |
will try to close the gap between the initial state of the development: a robot with no
program, and the goal: playing alanguage game.

6.3.1 Synchronising therobots

In a pre-study on the implementation of the spatial vocabulary formation done at the
Al-lab the problem of synchronisation was aready raised as being one (if not the)
biggest problems of the implementation [18]. Synchronising the robots is a problem
due to the paralelism of the system. |.e. al robotic agents run their own program, and
the whole system can thus be seen as a parallel program. Therefore the robots cannot
have a complete view of the whole environment. Solving this problem needs some
very delicate thinking.

One can, for example, naively think that a solution could be found in letting the time
be a guide for synchronisation. So we can say: at time to robot 1 (rl) enters state so-
and-so, and thus robot 2 (r2) must enter state such-and-such. Obviously, this would be
amajor mistake for severa reasons. First, the robots have no robust time mechanism.
All robots have the same computer-board, which has a default clock-cycle of 40 Hz,
but if the program that normally is run in the 1/40 second is too large, it exceeds this
time-interval and the cycle length will increase. Moreover, both robots engaged in a
language game do not simultaneously run the same program, so the mentioned
solution will fail. The solution would also fail because one part of the language game
(e.g. the process of finding each other) cannot be solved in a fixed time due to the
dynamical properties of the environment. Therefore, we cannot say definitely that a
certain process will end after a particular time.

The solution then, could be found by creating a finite-state-automaton (FSA) where
the robots broadcast a radio-signal at a particular transition in the FSA. A FSA is a
virtual machine, which has a finite sequence of possible states. Each state represents a
certain process that the robot must execute, and when this process (or state) achieves a
certain condition, the machine will make a transition to another state. In the purpose
of these experimentsit is sometimes necessary that both robots simultaneously make a
transition from one state to another. This transition should be caused by the transition
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of oneroba. If thisroba broadcasts aradio-signal at the moment it enters anew state,
the other robat then can enter the next state a well. Synchrony will thus be adieved
by broadcasting radio-signals between the robas during an appropriate transition from
one state in the FSA to ancther. The FSA is defined in a protocol that will be givenin
chapter 7.

6.3.2 Infrared based robotaxis

One of the next problems that needed to be solved was the dedsion which sensors to
use for recognising and finding ancther roba. In principle there ae alarge anourt of
sensors and methods to choaose from. But, because the availability of infrared (IR)
sensors at the lab in Brussls, together with the fad that IR can be used as a dired
method, the choice was made quite rapidly. It was a dedsion made on the basis of
comparing the pros and cons of the IR emitter and sensor pair in contrast with ather
systems.

The first consideration in favouring IR was that it was aready mourted on the
robas, and it was the only system that was not necessary for other tasks in this
experiment. The IR modue is normally used for smooth obstacle avoidance. By
smocth olstade avoidance obstades are being avoided when the roba senses a
neaby obstade due to the refledion d IR that the roba emitted. A sewmnd
consideration was the posshility of using a visual light system, i.e. alight emitter and
sensor. This could have been passble, bu the charging station in the experimental
environment already made use of visual (white) light. So, we had to use @loured
light, bu ealier experiences with robas distinguishing coloured light were nat so
good kecause most coloured lights reved high ndse levels due to the inference with
other light sources. Using a pdaroid filter was al'so anaother option, bu appeaed to be
too expensive. Obviously, camera vision would be the ided modue for doing all
recognition. But the camera system at the lab daes not work robustly on the robats up
to now. Therefore the choicefor using IR was made quite eaily.

The next choice was the method to be used. The IR modue culd, in principle, be
used in two ways. Thefirst oneisto use refleded signals to determine the diredion o
an oljed or roba. This causes alot of problems, because (1) the system only works at
short distances, (2) it is very difficult to determine whether the receved signals are
refleded from aroba or other objeds, and (3), the receved signals could be receved
direaly from another roba. The latter brings us to the second ogtion. Robas can emit
IR, while ancther receaves this sgnal. The recaever can easily determine the diredion
in which the other roba is. The roba that islooking for the one that emits IR can turn
towards that IR source, and wse this ourcefor infrared based phdotaxis, or as| cdled
it “robaaxis’ or “IR-taxis’.

In order for aroba (e.g. the spe&er) to find ancther roba (e.g. the hearer), | thought
of solving the problem as follows (note that the heaer emits IR, while the speder is
naot):

1. The spe&er turnsin the diredion d the IR-source until the asolute difference
between the two ouer sensors is minimal, we cdl this “IR-orientation”. The
spedaker now faces the highest level of IR.

2. If the sensed IR level is nat high enough when fadng the IR-source then use
robaaxisto closein onthe heaer. Else the spe&ker isrealy.
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3. If the IR level during robotaxis reaches a maximum, then stop and minimise the
difference between the outer IR sensorsagain asin 1.

In these three stages the hearer should be found, but sometimes this may fail as well.
Thisis, however, another problem.

In stage two the speaker uses robotaxis. Thisis a method derived from phototaxis. In
this method the robot will change its motor speed depending on the sensed IR. If there
is an IR-source on the left side, then the left sensor value will read a higher output
than the right sensor. If the motor values are adjusted accordingly, then the robot can
find its way towards the source quite smoothly. I.e, if there is a source on the left-
hand side of the robot, the left sensor value is higher than the right one. The robot
needs to go left. This is achieved by increasing the speed of the right motor, while
decreasing the left motor speed. If now the robot turns too far, the source will appear
on the right hand side and the method is used in reverse. In mathematical (PDL) form
this process looks like this:

add_val ue(Left Mot or, RoboFactor*(Ri ght Frontl R-LeftFrontI R));
add_val ue(Ri ght Mot or, - RoboFactor*(Ri ght Frontl R-LeftFrontI R));

Going through this process, the robot will dynamically home in on the source quite
smoothly. [39] IR-taxisis discussed in greater detail in the next chapter.

When the speaker has finished the three stages, it ends up facing the hearer. The
hearer though still needs to face the speaker. This can be achieved by means of IR-
orientation, as described above under step 1. When both robots face each other, they
have to map their surroundings. The method for doing that will be described in the
next section.

6.3.3 Per ception

In chapter five | have described the characteristics of the robots, together with the
experimental environment of the Al-lab. For the purpose of this section | will shortly
review the main characteristics. First, the environment consists of a charging station that
emits white light, so the robots can find this station using white light phototaxis. The
white light sensors, of course, must therefore be used in order to identify the charging
station. Secondly, in the environment there are severa competitors which al emit
modulated light at the same frequency. The robots can find these objects using their
modulated light sensors. So this feature can be used to classify this type of object.
Similar arguments can be held for using infrared for finding and classifying robots. In
this section | will further discuss the characteristics of the sensors as they are measured
by the robots during one complete rotation while scanning the surrounding. From these
characteristics we can decide how to develop the feature detectors that have been
introduced in the former section.

The robots must perceive their environment during alanguage game by completing one
rotation around their axis, while recording their sensors. While they do this they build a
map such asis shownin figure 6.1. As can be seen in the figure two sensor values of one
type (e.g. IR or white light) intersect. This happens when the robot passes an object.
Therefore, | proposed to let the robot decide that there is an object at the place where
such an intersection occurs.
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Figure 6.1 The perception of the surroundings of a robot, rotating one full circle. The rotation starts
and ends facing another robot.

In the next subsections | will describe what is seen for every type of sensor (i.e. white-,
modulated light and infrared). In these sections the characteristics of the white- and
modulated light are extracted from figure 6.1, while the IR (figure 6.4) was measured in
a separate experiment.

6.3.3.1 Thecharging station

As was mentioned before, the charging station emits normal white light. It normally is
mounted with two light bulbs. One with high intensity placed on top of the station, and
one with lower intensity placed under the aluminium plate (see figure 5.2). The upper
light is meant to allow a robot to find the charging station at larger distances, the lower
for shorter distances. This works perfectly well for the phototaxis, but if the robot needs
to locate this object it receives two different peaks in the sensed intensities at very
different places (seefigure 6.2).

As you can see, the left light sensor (LLight) shows two relatively high peaks of
intensity. So, the two lights on the charging station are observed as if there are two
different objects, when we assume that we pick the maximum peak when we rotate.
That the two peaks that occur in this figure were due to the existence of the two lights at
the charging station, was clear when | repeated the experiment with one of the lights
turned off. We can see that the location of the charging station is approximately at time
160, because there we see an intersection of the two sensors.

So, for constructing a sensory channel for the recognition of the charging station (and
more generally for locating white light sources), we could use the difference of the two
sensor values as a separate sensor channel, which equals 0 when it is facing the light
source. Due to the fluctuations in the values of the sensors, it may well be possible to
have more than one intersection within afew, say 10, cycles. To avoid the problem that
the robot will recognise multiple objectsif thereisin fact only one, | let the robot decide
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that there can be only one object within an interval of ten SMB-cycles. A SMB-cycle is
defined as one period of sensory-motor process on the SMB2 board, i.e. approximately
1/40 second.
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Figure 6.2 Characteristics of the white light sensors when scanning for the surroundings.

6.3.3.2 The competitors

In this section | will discuss the modulated light sensor characteristics as | did in the
previous section for the white light sensors. As can be seen in figure 6.3, the modul ated
light sensors have no background noise, i.e. there is no stimulation of the sensors when
there is no modulated light, whereas the white light sensors and the IR sensors aways
have a background noise level.

As can be seen in the second occurrence of a competitor, there may be a lot of
fluctuations in the sensed characteristics. These fluctuations are due to the fact that the
modulated light sources are narrow field emitters, i.e. they emit their signals in a very
narrow beam, so the further you get away from the source, the wider the gap between
two emitters that can be seen. This aso occurs as the robot is rotating too slowly, e.g.
because the energy level is extremely low. So, we measure several pesks for one object.
Thisis aso a reason to recognise an object at the intersection of the right- and the left
sensors. As we can see, there may be severa intersections for one object. These
intersections are filtered out by the constraint that there cannot be more than one object
within a certain time interval. This may not be very reliable, but it will do, as we shall
See later.

Note that in the figure, the area of the right sensor aimost overlaps the left sensor
completely. When the robot is rotating slower, due to lower energy level, there may not
be any overlap, then the object will be missed. In later experiments this shortcoming
should be solved.
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Figure 6.3 The characteristics of the modulated light sensors while scanning the surroundings. Note
that there are two competitors. The second is perceived with a lot of fluctuations in the amplitude of
the signal. The separate modulated light emitters that are in one competitor in order to emit light in
all directions cause this phenomenon.

6.3.3.3 Other robots

As mentioned, the robots can be classified using infrared. The characteristics of the
left- and right IR sensors are shown in figure 6.4. Here you see a short period of the
scanning robot that rotates Oand passes another robot that emits IR.
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Figure 6.4 The characteristics of infrared sensors as perceived by a rotating robot that passes an
IR emitting robot.

As can be seen, this figure looks alot like the former figuresin that it shows a peak for
both outer sensors, and an intersection on the middle. There are, however, three sensors
for the IR on the robot: one on the l€eft front, one on the front and one on the right front.
As can be seen, the intersection of the left- and the right sensor occurs somewhere in the
middle of the top of the front sensor (approximately at time 113).
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The fact, that all the figures shown in these subsections have more or less the same
characteristics, has a nice consequence. We can use one method for determining the
existence of al objects. The only differences are the type of sensors used. The method
used here is analogue to the method used for IR-orientation. If a robot is scanning its
surroundings, it senses the superposition of figures 6.2, 6.3 and 6.4. This yields figure
6.1. If the appearance of an object is detected, the robot records the values of al sensory
channels as the features of the robot. | proposed to define sensory channels for every
type of sensor, with the value of the sensor as if the object was seen right in the front.
|.e., the average values of the two sensors of the white- and modulated light sensors, and
the front sensor value of the IR are recorded when an object is seen. The time is an
indication for the spatial relation of that particular object. The implementation of the
perception is further discussed in section 7.4.

6.3.4 Pointing at objects

How can we let a robot point at an object in such a way that another robot can
determine what object is pointed at? At first this seemed to me a very difficult
problem. The robots that are used do not have arms or fingers to point, nor do they
have sophisticated means for determining in which direction another robot is pointing.

Initially | thought of solving this problem by letting the speaker drive towards the
object, which it wanted to point at. But then the robots cannot talk about spatial
relations anymore, because the spatial situation of the robots has changed. Another
option | thought about was | etting the object that is most nearby be the topic. But, how
can a robot determine which object is nearby if the characteristics for each sensor
differ alot. And, if this determination succeeds for one robot, will it succeed for the
other robot as well?

Therefore, | thought to mount four IR emitters in perpendicular directions on each
robot. So the speaker can point to an object by orienting towards this object after it
was facing the hearer. And the hearer then can determine in which gquadrant the topic
isto be found by counting the sensed peaks of IR. This method is not very precise, but
because there are not so many objects in the environment | expect that this method
will work well enough.

6.4 Conclusion

In this chapter | have defined the experiment and proposed how to close the gap
between the initial state of the implementation of the experiment and the end-goal of
the implementation. | have not discussed the subproblem of discrimination- and
language games, because for these subproblems the solutions were aready given in
chapters three and four. As we shall see in next chapter, not al the solutions given
here work out the way it is expected, and they were refined in the process of trial and
error.

Summarising, in the experiment two robotic agents must engage in a series of
language games. They randomly explore the ecosystem, until of them initiates a
language game. The initiator becomes the speaker, while the other the hearer. In order
to build a coherent map of their immediate surroundings, both robots have to stand
close to each other, while facing on another. After the agents have built a map of the



surroundings, they both can play a discrimination game and finally the lexicon
formation (including the actual transfer of language) can be held. The approach of the
second part of this chapter was to identify the sub-problems of the means-end-
analysis, and to propose solutions to close this gap. Many straightforward solutions
have been proposed and tried out, as well as some that are not discussed in this thesis,
because they were rather irrelevant. The proposed solutions were mainly grounded on
small experiments that | have done in order to investigate the characteristics of the
robots and their sensors. For clarity reasons | will not report on these irrelevant
experiments.

The proposed solutions were the building blocks on which the implementation was
based. The next chapter discusses the implementation process in greater detail. In that
chapter 1 will also discuss the cognitive relevance of some of the choices that were
made in the implementation process, as well as for some proposals made in this
chapter.
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7. THEIMPLEMENTATION OF THE LANGUAGE GAMES

7.1 Introduction

Both robas that are participating in alanguage game first need to find eat ather. This
is necessary, becaise when they are communicating they bath reed to identify their
surroundngs coherently. So, they have to be @le to map their own map o the
surroundngs on the other's. Furthermore, the heaer has to determine what objed the
spedker paoints a. In order to be @le to communicae @ou spatia relations it is aso
necessry that they are fadng ead aher, so they know ead aher’s orientation. Thisis
more or lessalike with the standard conventions in converations between human beings,
athowgh for different reasons. As we shal seg it is nat atrivia task for the robds to
find and end up fadng ead aher, mainly becaise of physicd constraints that are
inherent to the robas and their surroundngs.

Questions could be asked like: How can robds remgnise eat ather? How does one
roba find the other? How does one roba know that the other oneislooking for it? And
how do they bath knowv when they have foundead ather? Answers to these questions
and the like have dready been given partialy in chapter 5. In this chapter | will
comment on the trial and error phase of the implementation d the experiment asiit is
described in the precading chapters. | shal nat discussall the detail s of the development
of the experiment, | will only comment on the most important and relevant problems
that | have encourtered.

In the next sedion | will describe the basic structure of the protocol that is used in order
to conduct a language game synchronowsly. In the remaining sedions of this chapter |
will show how the formal protocol evolved. In sedion 7.3the implementation d the
process for finding ead ather and fadng one ancther at a dose distance will be
discussed. In sedion 7.4the implementation d the perception and dscrimination will be
discussed. Sedion 7.5will be devoted to the painting problem. Andin sedion 7.61 will
discussthe implementation d the adual |anguage formationin robdic agents. In sedion
7.7 1 will give some a@ncluding remarks on the implementation o language games.
Findly, in sedion 7.81 will define the formal protocol as it developed duing the tria
and error process

7.2 The protocol

In order to let the robdtic agents communicate® with ead ather, they must go through
various deps. Fird, the robas have to find ead aher. As was mentioned before, the
robas need to stand close to ead ather, while fadng one anather before they can buld a
map o their surroundngs and communicae. So, seamndy, when the robas have found
ead aher, they haveto faceone ancther. The third step isfor bath robdsto buld amap
of their surroundngs, so that they can determine what objeds consist the mntext of this
language game. After they bath have built amap o their surroundngs they need to end
up fadng ead ather again. Now the spesker hasto pant at the topic, so the hearer can

2 By communicate in this snse | mean the final steps of alanguage game, where the
adua words are being processed and transferred from one roba to anather.
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identify this topic. When bah robas have thus determined the topic, they have to
distinguish this topic from dl other objedsin their field of attention (or context). When
bath agents discriminated the topic, they need to end upwith a set of distinctive feaures
that they can use for the language formation as is described in chapter three
Schematicdly we have the following starting paint of our protocol for the language
games, which isasummary of chapter five:

0. All robas drive aound.One roba will i nitiate alanguage game, and the other roba
may confirm so alanguage game can start.

Both robas haveto find eat aher.

Both robas haveto face eal ather.

Both robas haveto buld amap o their surroundngs. |.e. they determine the wntext.
The spe&er hasto padnt to the objed, which isthetopic.

The heaer hasto determine the topic.

Both robds heare to discriminate the topic from the other objedsin the mntext.

The spe&ker has to encode an expresson from the in 6. derived dstinctive fegure
Sets.

8. The heaer hasto deade the expresson and evaluate the successof the cnversation.

NookrwnNE

Note ayain that thisis only the basis of the formal protocol that evolved through the trial
and error processthat | will discussin the aming sedions. The forma protocol will be
given in sedion 7.8.The protocol isimplemented in a FSA as mentioned in the previous
chapter. The FSA is divided in two separate FSAs: one for the spedker, and ore for the
heaer. Initidly bath agents are in state O for bath FSAs, which means that the agents
explore the environment randamly.

7.3 How to find each other?

As was discussd in sedion 5.3.2the robas sodd find eaty aher using their IR
modue. The roba that is aching the other roba must not emit IR, while the roba
that is looked for must. It was aso dscussed that IR-taxis (or what | cdl robotaxis)
shoud be implemented for the seach. For aignment, the method d IR-orientation
could be used. IR-orientation is more or less as the same the process of IR-taxis. It
minimises the asolute diff erence of both outer IR sensors, bu the forward movement is
left out. Remains the question d how to implement these methods, as well as, of course,
the question d when a language game would be initiated. | shall start to dscuss the
latter problem.

7.3.1 Theinitiation of a language game

| first tried to let the agents dedde randamly to initiate alanguage game, cf. the
simulations described in [44] and [45]. |.e. the robds drive aound,while every SMB-
cycle (one sensory-motor processof 1/40 seand) they generate arandam number. If this
number equals 1, then they send a radio message saying ‘communicae’. If the other
roba confirms that it receved the message, the first one would go into the first speaker-
mode of the FSA where it emits IR and waits urtil the other roba finds him. The second
roba would go into the first hearer-mode and start to look for the other roba using
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robaaxis. This method d initiation, havever, brought along one fundamenta problem.
Most of the times alanguage game was initi ated, the robas were separated too far from
ead aher. So, they nealed too much time to find eat ather, if they foundead aher at
al.

A part of this problem was the charader of the IR emitter. This IR emitter emitsIR in a
narrow field, i.e. the beam of IR that is emitted hes arather small angle (ca 35 degrees),
seefigure 7.6. So, it was hard to deted the presence of aroba. Furthermore, when the
presence of a roba was deteded from a large distance the heaer sometimes |eft the
region where the IR was snsible. So, the search had to start al over again. In ore of the
first experiments using this method, it took abou 25 minutes before the robas adually
played two language games. In this experiment the robas only had to find ead ather
and simulate alanguage game while fadng ead aher. Ancther problem was to find a
sufficient criterion for the heaer to dedde when it was close enowgh to the spedker, so it
shoud stop. In this experiment this dedsion was made when a maximum in infrared
was readied from the dharaderistics that can be seen in figure 7.1a. This problem will
be discussed in greder detail | ater in the next subsedion.

Having only two language games in 25 minutes is nat enowh to form a language.
Remember that the lexicon we want to be formed may need more than thousand
language games. A side-problem is that the robas can only work for a maximum of 40
minutes before they nead to be recharged. Therefore | neaded to reconsider when to
initiate alanguage game. In the experiment | just mentioned, | naticed that the robas
often dd not initiate alanguage game while they were dose to ead aher. | thought it
would be eaier for the robas to find ead aher if they initiated a language game when
they were drealy close to eat aher. So, | had to figure out a way to implement this.
The problem, then, was how could a roba sense the presence of anather roba? If | let
the robas bath emit IR, the other roba can sense this. But, then the robas aso could
mistakenly identify the refleded IR from objeds, such as the wall, for anather roba.
Thiswould cause robas talking to the wall consequently.
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What would happen if the robas emit pulses of IR, so oreroba can sense the presence
of anather roba in the period that itself is nat emitting IR? In principle this must work,
if the pulses of different robas are dways out of phase. So, if one roba emits pulses of
atime length t; with intermediate periods of to where it does nat emit IR, then a second
roba must send a pulse for atimet; # t; (seefigure 7.2). In this case both robdas snd
pulses that are dways out of phase, so the robas may sense one's presence in the
intermediate period. This method, havever, brought up ancther problem.
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The hardware of the IR module (i.e. the combination of emitters and sensors) was
designed only for smooth obstacle avoidance. |.e. this module is mainly designed to
detect reflected IR send out by the robot itself. The sensors have a build in comparator
for comparing signas that are emitted and signas that are received. This comparator is
modulated at a certain frequency. If you want to sense IR, while not emitting IR, then the
received signals go through a filter that is modulated for a frequency as if the robot is
emitting IR [54]. But it is not emitting IR! If, for example, arobot is driving towards an
IR source, not emitting IR and the modulation turned on, it senses the characteristics as
is shown in figure 7.3. These characteristics are difficult to process. Turning off the
modulation, when not emitting IR, can solve this problem. This has two consequences:
(2) It reverses the characteristics of the sensed IR. I.e. when the modulation is on, high
sensor values mean no IR and low values mean the presence of IR, and when the
modulation is off, then the opposite happens. (2) If the modulation is turned off (or on),
then it takes a while before the high values are relaxed into low values (or the opposite),
seefigure 7.4. As can be seen, it takes about 12 SMB-cycles before the sensor values are
relaxed. So, the robots can only sense IR after this period.
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Figure 7.3 A robot driving towards an IR-source, while the modulation on.
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Figure 7.4 Relaxation of the IR signal after the
modulation is switched off.

This information was important for the design of the pulses to be emitted. The period
in which no pulses can be sent (tp) must be longer than the relaxation time tgx = 12
SMB cycles, for safety reasons | let taa = 15. | decided to let tp = 25, so the robots have
10 cycles to detect IR. To increase the chance that infrared is sensed in this period, the
length of the emitted pulses should be longer than tp, so t; = 30 and t, = 35. The
characteristics for the IR sensors of a robot, while emitting pulses of IR and driving
towards an IR source can be seen in figure 7.5. If the robots sense an IR value higher
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than a threshold value in the detecting period, then a broadcast is sent out for
communication. Thisthreshold is set somewhat higher than the noise-level for infrared.

Although the robots still initiate language games at improper times, this method
improved the amount of language games significantly. Sometimes a language game is
initiated due to reflections of the wall, which arrive a the robot after the relaxation
period. But in the same kind of experiment as is mentioned above, a language game can
succeed every two minutes. There was, however, one other important difference with the
former experiment. This time the hearer did not seek for the speaker, but the other way
around. | implemented this, because it was the speaker that sensed the presence of the
hearer. Therefore, this robot should home in on the other robot more easily.
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Figure 7.5 A robot driving around, emitting (square) pulses of IR. Towards the end it closes an IR
source, now the sensor values increase in the non-emitting period. Note the short relaxation period
after turning off the pulse.

7.3.2 |R-taxisand -orientation

The homing in on an IR source, i.e. the robotaxis, was a rather difficult task to
implement. This was mainly due to some physical problems concerning the narrow field
emission of IR. As was mentioned before, the IR emitters only emit IR in a beam with
an angle of 35 degrees (figure 7.6). When | started the implementation the robots only
had one IR emitter. Another problem was finding a good criterion to decide when the
speaker got close enough to the hearer, so it should stop. The IR orientation a so brought
up a physical problem, which was caused by the asymmetrical set-up of the IR sensors.
In this subsection | will discuss all these problems. | will also discuss the whole process
of the implementation of these tasks. |.e. the process that starts after the initiation of a
language game and ends with both robots facing each other at a short distance.
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by an observing robot. The robot that emits IR is Figure 7.7 The same figure as fig. 7.1, but now

rotating, the two different pulses represent 360 the signals are averaged over a walking period of

degrees. 15 units. Note that the y-axis represents the IR
value.

time

| start the discussion with the implementation of the IR-taxis. The mathematical form
of the IR-taxis has been given in the previous chapter. Initially the robots were equipped
with only one IR emitter that was mounted on the front. This emitter emitted a beam of
35 degrees, with highest amplitude in the middle and decreasing amplitude towards the
edges of this beam (figure 7.6). This figure shows what a robot senses with its front IR
sensor, when another robot, that emits IR to the front, is rotating. This rotation starts
with the back of the robot facing the observing robot and it completes more than one
cycle. It is not difficult to imagine that this set-up of IR emitters did not yield a nice
performance. | would rather have the robots emitting IR uniformly in al directions. |.e.
that they emit IR at equal strength in all directions.

This could, for example, be done as follows. Mount an IR emitter in such away that it
emits upwards. Above the emitter, a cone of a highly reflective materia should be
mounted, so that the IR is spread into al horizonta directions. | have not implemented
this, because of severa reasons. It probably would be very difficult to make such a
device, so that it would work properly. Moreover, this probably would cause a high loss
of the strength of the signal, so it would decrease the distance in which the presence of a
robot can be sensed. As can be seenin figure 7.1, direct IR can aready be sensed from a
distance of ca. 3 meters in ideal circumstances. Although, it may be interesting to test
the device | described above in a future experiment, | decided just to mount more IR
emitters. In order to cover aregion of 360 degrees at areasonable strength | could divide
the 360 degrees in parts of 25 to 30 degrees, and mount IR emitters in all these parts.
That, however, would need (for parts of 30 degrees) 12 IR emitters, while there are only
8 output ports for IR on the SMB2 board. A device with 12 (or even more) IR emitters
so that they are connected to one cable only could be constructed. This, however, would
cause a new problem. This device, either using seria or paralel connections, would
need a lot more power than the batteries can serve. So, | had to settle with a smaller
region where the IR had influence. | started to use only three emitters. One emitting to
the front, the other two emitting side-wards, while al were mounted on the front of the
robot. This already increased the performance significantly. Note that at the time | was
working on this problem, | had not decided yet how to implement the pointing, as |
reported in section 5.3.3.

In figure 7.1, arobot is driving straight towards an IR source starting at a distance of
3.5 meters. When the robot gets closer to the other robot, a maximum in the IR-level
will be reached at a distance of ca. 30 cm. At first this seemed to me to be a perfect
criterion to stop. |.e. the robot should stop when the maximum of IR is reached a a
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certain threshold. As can be seen in figure 7.1 there are alot of small fluctuations in the
IR-level. For calculating the maximum in the IR characteristics such fluctuations are not
wanted, because they may cause the maximum to be a local one. Therefore, | let the
robots caculate the temporal (or walking) average of the IR to filter out these
fluctuations. l.e. | caculated the average of the last 10 SMB-cycles. Then we get the
characteristics asin figure 7.7. Of course, this method again caused some problems. The
biggest one | observed occurred when arobot entered the influence of the IR too close to
the other robot. Then a maximum cannot be reached, because, when it further closes in
on the robot, the IR is only decreasing.

| mistakenly used the wrong characteristics of the IR-taxis. As was mentioned, figure
7.1 and 7.7 shows the characteristics of IR when a robot is driving straight towards an
IR source. When using IR-taxis, however, a robot does not drive in a straight line
towards an IR source. It rather drives towards the source in a zigzag movement as in
figure 7.8a. Figure 7.8b then shows the resulting IR characteristics.
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Figure 7.8 (a) The zigzag movement a robot makes when using IR-taxis in driving towards an IR-
source. (b) The IR-characteristic when closing in on an IR-source, together with the motor values
(fluctuating around 45). As can be seen, thisisa total different graph thanin fig. 7.1.

As can be seen, the zigzag movement of the robots yields a totaly different
characteristic than the one shown in figure 7.1. The characteristics are measured in a
robot that started the IR-taxis from ca. 3.5 meters with an edge of ca. 30 degrees to the
right side (measured from the axis along the IR beam) and facing the intersection with
the IR beam at ca. 2 m. from the source. At approximately time 120 (fig.7.8b), the robot
enters the influence of the IR. There are now more maxims as a result of the zigzag
movement. The robot dynamically minimises the difference between the left- and the
right- IR sensors. Due to the forward movement, the robot can cross the centre, thus
increasing the difference again. The criterion of stopping at a maximum of IR,
obvioudy, is not vaid anymore. So, | chose to set a threshold for the front value of
infrared. Although, sometimes this value is exceeded at a relative large distance (see
point 220 in figure 7.8b), this method worked quite well in practice.

Later, when | worked on the implementation of the pointing process, | mounted four IR
emitters in perpendicular directions, with the centre in the geometrical centre of the
robot. IR is emitted to the front, the back and both perpendicular sides. This improved
the performance of the search process a lot. Now the speaker could also find the other
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roba approaching from aside and the badk, while ealier it could ony approach the
other roba from the front.

Diredly after a language game is initiated, the spe&er arealy orients towards the
heaer in arder to speed upthe IR-taxis. If thisis nat dore, the roba could loose the
influence of the IR by driving initidly in the wrong diredion. The process of IR-
orientation is first to determine the diredion in which the IR-level is highest. The roba
then turns towards this diredion, cdculating the asolute difference between the two
outer IR sensors every SMB-cycle. If this absolute diff erence readies a minimum while
the front sensor reals a value higher than the noise-level, then the orientation is
completed (seefig. 6.4). The spedker repeds this process when it got close enough to
the hearer by robaaxis. Thislatter processis unrnecessary most of the times, becaise the
speker adrealy ends up fadng the hearer. Sometimes the spedker finishes robaaxis nat
fadng the heaer. When the spesker faces the heaer, the hearer uses the same process
for orienting towards the spedker. At this trangtion, the heaer changes its IR
moduation. Therefore the heaer has to wait until this transition hes relaxed as siown in
fig. 7.4 Efore it startsto rotate. Every time such a transition is made, the robas have to
wait until the IR-level has relaxed.

As mentioned before, the process of IR-orientation krought up a physicd problem in
the design of the roba. The outer IR sensors were mourted onthe roba asymmetricd.
This caused the orienting roba consequently finish arienting some 30 degress late. It
took me quite awhile before | identified the caise, but when it was identified it was
solved quickly. | changed the design of the robas in such a way that the sensors were
mourted symmetricdly. This problem will be further discussed in sedion 7.4.2.1t may
be that these kind d problems caused, for example, human eyes to evolve into
symmetricd devises as well. It seans that natura seledion solves these kind d
problems. | think that such an argument can defend some of the aitique for the (re-
)design o the robas by human developers who take over the roll of natura seledion.
This, however, isaphilosophicd discussonthat | will nat discussfurther here.

Summarising, the development of the process in which robas need to find ead ather
and end upfadng eat ather at a dose distance, was a very difficult one, if not the most
difficult problem of the whde projed. | solved it by letting the robds emit pulses of IR
and when ore roba senses the presence of anather roba a language game is initiated.
The roba who first perceves the other, becomes the speer, while the other one
beaomes the heaer. The speaker then initialy orients towards the hearer using what we
cdl IR-orientation. It then closes in onthe hearer using IR-taxis, and then findly orients
towards the heaer again. When the speder finishes this process it broadcasts a
message ‘digned' to the heaer, who then arients towards the spe&er using the same
method. If the hearer finished this orientation, then it broadcasts 'aligned' to the spedker,
so the bath robds can transfer into the next state of the FSA. Here the process of
perception starts which is described in the previous chapter. In the next sedion | will
continue with the phases that follow the discrimination pocesss. In that sedioniit is
asaumed that bath robas determine what objeds are in their neighbouhood. The
specker randamly choacses a topic from its context and pants at it, so the heaer can
determine the topic as well.
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7.4 Theimplementation of the discrimination games
7.4.1 Introduction

For the implementation of the discrimination games | have constructed some sensory
channels which yield sufficient information to discriminate the objects that need to be
recognised in the context of the experiments. Arguing that they speed up the evolution
of an agent, so we get a base from which the theory can be tested can defend the
intelligent construction of these sensory channels by the developer. The purpose of this
experiment is not to investigate the evolution of hard-wired sensor channels, like for
instance the eye, but it is constructed to investigate the evolution of language and
meaning creation. Therefore it is assumed the agent aready evolved the necessary
receptors (or feature detectors).

One of the most fundamental questions | encountered, was how to represent the objects
inasingular way, so these representations could be used as features for language games.
In other words. how do we represent the classification of objects, and what kind of
representations is useful for the language games. This question came forward due to the
fact that in the different situations, i.e. in different points of view for the robots, there
appeared different sensor vaues for the same objects. So, the classification would
become rather ambiguous. Also, the theoretical model in [43] presupposes that the
features of objects being given are fixed, which of course is not true from different
points of view. The model of language games assumes that the features that represent
the objects and that the agents use to create the lexicon are fixed throughout time. Both
assumptions are obvioudly not true. In section 4.3 | have discussed that these
assumptions do not really matter, because the system can deal with these variations of
real-world representations as an inherent characteristic of the proposed mechanisms.

In the next section | will describe the development of the actua perception. Section
7.4.3 discusses the implementation of the mechanisms in greater detail. In section 7.4.4 |
report some important conclusions on the implementation of the meaning creation.

7.4.2 The sensory channelsand per ception

As was mentioned before, the robots that take part in a language game will make one
rotation around their axis, while scanning the surroundings in order to derive the context
of a discrimination and language game. While scanning their surrounding, they are
looking for an intersection of the outer sensor values as was described in 6.3.3. At the
moment that such an intersection occurs, arecord is made for al the sensory channels. |
have constructed sensory channels for the modulated light -, the white light -, and the
infrared sensors. In this section | will first discuss some problems that | encountered
during the implementation of the scanning process on the physica behaviour of the
robots. After that | will define the sensory channels more precisdly.

During the implementation of the scanning process, when the robots have to rotate
around their axis for one circle, | encountered some problems that | will discuss here.
Finding criteria for deciding when to stop was a hard problem during the
implementation for two reasons. The first one was that the robot tended to stop when it



facal the charging station a sometimes the wall. The hea of the light source caused the
IR level to increase alittl e bit, espedally when the roba was relatively close to this
source Although measurements of this level gave me the information that it was nat
higher than ten, | dedded to set the threshald to fifty. This because the other cause of the
heightening in IR level was the refledion d IR emitted by the other roba from the
walls, when the language game was dore nea the wall. The refledion d IR could
increase the IR level significantly to even values higher than 100.Setting the threshald
to 50, havever, seamed to work quite well.

The seaond poblem | facal was that, after | had dedt with the former problem, the
roba always gopped too late. |.e. it dmost structuraly stopped abou 20 to 30 degrees
toolate. | first thought it was due to the fad that in the same SMB-cycle where the robat
stopped, the roba arealy exeauted the first discrimination game, which caused the
default 25 msecof the board cycle to extend. Maybe this was true, bu after delaying the
first discrimination game, no significant improvements were found. Then someone told
me that it coud be caised by the fad that the infrared sensors were nat mourted
symmetricdly. The front of the IR sensors are metal boxes with urequal sized sides
mourted onan equa sized redangular plate. The metal boxes have their sensorsin ore
corner and al boxes are mourted on the plate in ore way, so that they canna be
mourted symmetricdly (seefigure 7.99). Carefully exeauted measurements srowed me
that indeed the intersedion occurred abou 25 degrees late. Thus | changed the robad in
such a way, that the sensors are mourted approximately symmetricdly (figure 7.90). It
increased the performance significantly. The
dight error in symmetricdly of the sensors was
no problem in the other experiments of the lab, @
becaise for the obstade avoidance the ead . ‘
placeof the sensorsis nat very important. This
isabeautiful example of problem solving in the
areaof robdics, where it often is more useful to
solve aproblem diredly with the physics of the () . ‘
system, instead o adjusting or creding
complex algorithms, as was discussed by Flynn
and Brooks[16] andindicaed by Steds[38].

Figure 7.9 (a) The IR-sensor boxes are

The sensory channels are evaluating the inpu  Placed ngtﬁribca%’ burtlf_ the t_(b'aﬁk)
Continuo.us'y’ du? ng the scanning period. Only cigﬁ@?irseortlhét Eh)e‘eyees’a;relgsyu:r?nlgt?icaf
when an intersedion d one of the three sensor-
pairsis snsed, the system deddes that there is an ojed. This dedsion is only made if
the centred sensor value excedls a cetain threshdd, becaise & noise-levels there may
be intersedions as well. The centred sensor vaue for the IR sensor is the front sensor
value, for all other sensorsit isthe average value of both ouer sensors. So, it is asif the
objed is ‘sea in the front. The threshad represents the upperbound @ the noise-level
that a particular sensor senses. If an ofjed is ‘sea’, then al the sensory channels are
recorded and associated with this objed as a feaure. This feaure gets the value of the
centred sensor value. So:

Featurej(o;) = sc;j(0i)

At the sametime areaord is being updated for the spatia relation d thisobjed. To be
more predse: the positionis recrded as number of the SMB-cycle from the start of the
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scanning process. When the circle is completed, the relative directions of the objects are
calculated in x- and y-co-ordinates. Although it might be possible, no indication is made
on the distance of the object. The sensory channels for the spatial relation then looks like
this:

sc-xj=cos(2mn( Posi tion;/ Ful | Cycl e))
and
sc-yij=cos(2mn( Posi tion;/ Ful | Cycl e))

Here sc-xi/sc-y; is the sensory channel on the x/y-axis (asin normal xy-graphs) for object
number i, Position; is the position of object i in SMB-cycles, and FullCycle is the
number of SMB-cycles for a complete rotation. Thisway we can assign spatial relations,
cf. Steels[44] asfollows:

left: sc-x <0, right: sc-x >0, align: sc-x =0,
front: sc-y > 0, behind: sc-y <0, aside: sc-y = 0.

So these functions give a spatial description of all objects i that are in the field of
attention.

Trandating the above into the terminology of section 4.2, a feature detector dy = <px,
Vi, @, SG>. Here py is the attribute name. | will give the attributes names cf. [48] and
[51], as sg;, sG-0, sG-0-0 or sci-0-1 etc., where sg; stands for sensory channel j and every
-0 or -1 suffix denotes a further segmentation of sensory channel j in the lower region (-
0) or in the upper region (-1) of the domain of the former feature detector. V is a set of
possible values for the function . In the experiments | have done dl ¢ are I, the
identity function. So, afeature isapair (p« v), where v=sc;(0) [V is the centred sensor
value for sensor channel j and object o. | have connected the sensory channels to the
sensors asfollows:

scO - white light sensor
scl - nodul ated |ight sensor
sc2 - IR sensor

Because of the close resemblance defined here | may sometimes use the terms feature
and feature detector intertwined.

7.4.3 Theimplementation of the mechanism

The implemented mechanisms for playing the discrimination games is roughly the
same as given in [43], although a few changes have been made. In this subsection | will
describe the process of the discrimination games as | implemented them.

If the scanning process is completed the robot will have enough data to play a
discrimination game. It has located severd objects that | will call the objectsin the field
of attention or the context, cf. [43]. The discrimination games were implemented
according to the principles stated in [43]. The agorithm that | have extracted from this
paper and adjusted for the physical robotsis given below. Although the agorithm can be
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used for classfying the spatia feauresaswell, it isimplemented for the dassficaion o
the perceptua groundng of objeds only. The dgorithm is as foll ows:

1. Chocsethetopic of the discrimination game (dg).

2. For dl the obeds in the fidd of attention creae feaures for al the sensory
channels, and conred them to the fedure detedors (d;) that represent that fedure.
l.e. if the feaure value of an ojed satisfies the mndtions of a d;, then this d; is
asociated with thisfedure, elseit isnat.

3. Extrad the distinctive fegure sets (D={D;}) acwmrding to the definition given in
sedion 2.2.

4. I1f D=0, then the dg was afailure andthe d' s neal to be aljusted acrding to rule
1 in sedion 2.2,else the dg was a success and the roba will chocse the best
distinctive feaure set Dy, (in case of more than ore set) acording to rule 2.

As mentioned in sedion 7.4.21 sometimes intertwine the terms fedure and fedure
detedor. In fad | use the fedure detedors diredly as feaures, so the distinctive feaure
sets consists nat of red feaures but mere feaure detedors. Althowgh the term feaure
refers to a tempora property and a fedure detedor is a fixed relation. The
representations of distinctive feaure sets are implemented as arrays of identifiers, which
refer to the feaure detedors. The feaure detedors are dso represented in arrays, but ina
multidimensiona array. In this array all information d the fedure detedor is gored,
such as upperbound,lowerbound, reference to the particular sensory channel, the use
and success gores.

The dgorithm | used is ssmewhat different than is described by Stedsin [43]. In his
algorithm only a use fador is recorded, while | chose to record a success sore & well. |
think that this will increase the dficiency of the sdedion pocess becaise now
succesgul feaures will be used more often and the pruning of unsuccessul feaures (as
a forgetting medhanism) can be made more dficient. Every time afedure is sleded as
(part) of adistinctive feaure set, the score for use isincreased. Because afeaure may be
an dement of several digtinctive fedure sets, it may well be possble that in ore
discrimination game the use of afedure is incressed by more than ore. If a distinctive
feaure is used in the language game, i.e. its asociated words are expressed, and then a
success soreisincreased.

7.4.4 Conclusions of the implementation process

The implementation d the discrimination games was reatively easy, athowh there
were some difficulties, such as implementing the physicd process of scanning the
surroundng. The choice of representation d the feaures and the implementation d the
processto derive the distinctive fedure sets was also gute difficult. It is very important
to design the right representation for your data so references in dff erent functions can be
made eaier. | chose to design ony fedure detedors to store data, whil e the distinctive
feaure sets were mere areferenceto those feaure detedors. Choasing the right design
of sensory channels made the implementation easier than expeded, becaise if you have
the proper data to process the medhanism of playing discrimination games is rather
smple.

| only implemented dscrimination games for perceptual grounded meaning credion. |
did na implement these games for classfying spatia relations, athough the same
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algorithm could be used. The digtinctive feaures that classfy spatia relations, however,
classfy meaning at a different level. This is becaise spatia relations are only temporal
feaures of an ojed, and shoud therefore be treaed as sich. |.e. there shoudd be a tea-
cut distinction ketween feaures of spatial relations and perceptive feaures of objeds. So
that an agent can chocse what kind d relationsit will express and if we do nd separate
this distinction in the discrimination games, the feaures would interfere with ead ather.

Future work on the implementation d discrimination games fioud ded with these
gpatial relations. There dso is a nead for discriminating internal states of an agent, as

well as perceptive relative feaures uch as the spead of anather agent and aher changes
in the environment.

7.5 Pointing at thetopic

In chapter threg where | explained the process of language games, | may not have
made dea enough the importance of painting. Nor have | dore thisin sedion 6.3.4.The
processof painting strongly influences the formation d alexiconin the way that we ae
investigating. Espedaly, when the objeds are nat lexicdised yet. How can the speker
make dea to the hearer what it is 'speing’ abou, when the hearer has no word for an
objed? For physicd objeds, the only way this can be made dea is by physicdly
pointing at an oljed, or by using language in arder to describe an oljed. Thisisthe way
we, human beings, namally do when we introduce anew (visible) meaning. There ae,
however, some philosophicd objedions to panting [34], bu | will nat discuss them
because they go beyond the purpose of this thesis. Our autonamous robds initially are
nat sufficiently lexicdised that they can use language to pdant out a new meaning.
Therefore they need to pdnt at an oljed physicdly. When oljeds are lexicdised, they
need nd to be pointed at anymore. Moreover, when the language becomes large enough,
it may be possbleto pant
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Figure 7.8 The observation of the pointing process of a pointing robot that rotates 360 degrees. Note the

many intersections of the left- and right sensor signals. Only the three highest intersections
(approximately at 51,83 and 125) are the relevant ones.
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a meanings using language only. This may be necessary when we want to experiment in
the future on language formation abou internal states of a roba. In this sdion | will
first discussthe painting at objeds that are no agents. In the end d this ®dion | will
discussthe painting, when ore of the participants of the language game isthe topic.

Human beings have severa ways of pointing at an ojed. We can use, for example,
our fingersto pant at an oljed or we smply look a an oljed. The heaer in a human
conversation can determine the topic by watching the spesker point. For this we have a
very sophisticaed visua system. This, however, the robas do nd have, na do they
have fingers or arms that they can extend in arder to pdnt at something. | needed to
invent anather way of painting. | have thought abou a lot of things, some of which |
have drealy discussd in sedion 5.3.3.There | dedded to mourt IR emitters in four
perpendicular diredions, with its geometricd origin in the midde of the roba. Then a
roba coud, in principle, pant a an oljed by smply orienting towards this obed,
analogue to the looking at an oljed that we humans use to pdnt. Assuming that the
speker initidly faces the heaer, the heaer can olserve how many pe&ks of IR pass and
thus determine in which quedrant the topic must be. In ou ecosystem, there ae nat so
many ohjeds, so the heaer can determine the topic with a relatively high probability of
success

Abowe, | mentioned that the process ioud work ‘in principle’. | used the words ‘in
principle’, becaise it took a long time between the idea ad the implementation, and
then it took even more time before it finally worked reasonably. What was the problem?
Figure 7.8 shows the tharaderistics that the observing roba ‘sees when the painting
roba makes one cmplete drcle, starting and finishing fadng the observer. As can be
sea, there ae alot of intersedions (or pess) between the left and the right sensor
values. Note dso that there ae four intersedions at more or less equal distances (at
times 48, 81, 125%nd at the end). At these places the sensor values are relatively high
(nea 180). These intersedions are the relevant ones, i.e. they represent the passng of a
beam of IR. The other intersedions probably come from the interference of the adjacent
beans of IR. Therefore, the heaer shoud ory count the intersedions that exceal a
cetain threshdd. Now we end upwith the problem, how to set this threshdd. If we use
a fixed threshadd, then the problem arises that this threshdd may be too high if the
robas are nat standing close enough in the mnwersation. On the other hand, if we lower
this threshdd, then, if the robas are standing too close to ore aather, it may well be
possble that other irrelevant intersedions will be @urted as being relevant. So, this
threshdd shoud depend onthe situation in a cetain language game. As can be seenin
the figure, the relevant interseaions occur when the vaue of the font IR sensor exceals
90% of the highest IR value that is snsed. So, before the painting starts, the heaer
determines the height of the front IR sensor when the spedker is fadng the heaer. The
threshdd, then, is st at 90% of this value. This way the irrelevant intersedions are not
courted. The number of courted intersedions when the speker starts to ‘sped’ is
represented as the quadrant of the spedker.

The next problem to overcome is the mapping of the quadrant that is pointed at from
the paint of view of the spedker, into the one from the paint of view of the heaer. This
mapping isnat trivid, asisill ustrated in figure 7.9. Note that the robas determine their
own guedrants clockwise, as they bath scanned their surroundngs clockwise. The
mapping isimplemented as the foll owing look-up table.
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Quadrant spedker Quadrant heaer

1 3 3 4 3:1 42
2 4

3 1

4 2 2 1 2:4 | 1:3

Figure 7.9 The transformation of the
guadrants for opposite agents.

When the heaer determined the quadrant that the spesker pointed at, it still must
determine the topic. There ae three posshiliti es: (1) There is exadly one objed in the
domain o this quadrant. Then there is no problem, this objed is the topic. (2) Thereis
more than ore ojed in thisdomain. In this case, the agent will choose the first objed it
encourters as the topic. This may cause an urcetainty in the language game, bu the
presaures that are on the sdedionistic method d language games will converge the
lexicon to cohere. And, (3) there is no ohed in the quadrant. In this case we @uld do
two things: either we let the heaer determine the topic as being the objed that is closest
to the spedfied quadrant, or we @uld dedde to let the language game be dassfied asa
fallure. | dedded to implement the first option, because of the same agument that made
the dedsion in (2). Furthermore, this method d determining the topic, i.e. looking for
the objed that is closest to the quadrant, probably yields a better than chanceresult.

Until now, | discussed the painting at objeds, bu we dso want the robds to be a
possble topic of alanguage game. | implemented the painting at the agents as foll ows:
(2) If the heaer is the topic, then the spedker only emits IR before it starts to converse.
The speder is drealy oriented towards the heaer, so it does not nead to arient again.
(2) If the spedker isthetopic, then it will not emit IR, but it starts the transmisson d the
expressonright away. So, if the heaer ‘heas’ the speder ‘sped’, then the heaer isthe
topic if there ae nointersedions courted and it senses IR. The speder is the topic if no
IR is snsed at all. Now that both robds determined the topic, they can redly start the
conversation. Isaues on the implementation d this processwill be discussed in the next
sedion.

7.6 The conver sation

In the smulations that have been caried ou (e.g.[41][44][45]), a language game was
played by two agents that lived in ore computer. In these smulations it was assumed
that both agents participating in a language game had determined the same cntext and
topic. It was adso easy to transfer from a ‘spedker’s task’ in the ommunicaion to a
‘heaer’stask’, becaise these transitions were caried out by agloba program. Now the
agents reside in dfferent computational devices, thus making the same system,
described in the smulations, a paralel program. Here there is no global program, na
does the asumption hdd that both agents will determine the same @ntext and topic.
This assumption, havever, is being made in this experiment as well! Although the
assumption will nat had in every language game, it is assumed that it will hdd in a
sufficient amount of language games, in ader to form a @herent lexicon. The
medhanisms that are implemented for the mnwersation were drealy described in detail
in chapter three ad will not be discussed here.
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The implementation d the language formation initially seamed to be no problem,
though | forgot to implement it for multiple word expressons. | first implemented the
language games in a simulation, where | assumed orly one-word expressons. Then |
copied this sSmulation orto the robads with the necessary adjustments, and this ssemed
to work. The process of deading and encoding expressons, though, is much more
complicated for multiple word expressons (withou a particular word order) than for
one-word expressons. The paral €lism of the system and the ever-increasing complexity
of the source-code made it worse. And kecaise the robas do nd have ay viability
medanisms implemented, the robas will ‘die after half an hou on the average. A
roba can also fal out because of sometedhnicd problems.

Asmentioned before, the formation d a mherent lexicon may take athousand a more
language games. In arder nat to loose the drealy formed fedure sets, the lexicon and
other vital information to language formation, ore must record this data regularly. So,
one ould initiate the robas with this data and start a new run d experiments withou
any loss of information. | first tried to use the radio-link to transmit this data to a
monitor program, bu due to ndse and aher unsolved problems this did na work
properly. Therefore | dedded to conred a serial cable to every roba, thus recording the
language games and system that evolved. Although this made the experiments more
difficult to cary out, it dso had the advantage that language games are recorded more
predse, because theradio-link isunreliable.

In the following sedions | shal nat discuss al the boring details of the problems |
encourtered; | will only discuss ®me important dedsions | had to make. | first will
discussthe spedker part of the implementation. Andin subsedion 7.6.2 will discussthe
heaer's process In 7.6.3some mncluding remarks will be stated and some more
genera problems will be discussed.

7.6.1The speaker’ stask

As mentioned in chapter threg the spegker has to encode agiven distinctive feaure set
into an expresson, which represents the topic of the language game. The first question |
encourtered was what representation to use. Although this was a genera problem, 1 will
discussit in this sdion. The seand question was how and when a new word-meaning
pair asociation is creded. The third question was, if there is more than ore word that
represents a feaure of the distinctive feaure set, how to chocse the best word. The fina
guestion was how to implement the formation d multi ple word expressons.

The representation | chose was in fad a rather smple one. All items are stored in an
array, of which the identity number (ID) refers to the lexicon entry of a word-meaning
pair. A word is represented by an arbitrary string of two charaders from the dphabet,
separated by a blank space In the interfaceit is represented as, for example, (a b). The
meaning is represented by an integer value that paints to the entry of the fedure detedor
that represents that meaning. | think this kind d representation may be foundin the
brain as well. |.e. there may be aplacein the brain where you can find a representation
of aword, which is coded as (or painting towards) a cetain set of charaders from the
alphabet. This representation (like neurones) than have a onredion with a cetain
meaning, i.e. the cnnedion is made from the neurona lexicd entries, to the neurona
representation d the feaure detedor. The lexicon also represents the use and success
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scores. The neurona plausibility of these representations will be further discussed in
chapter nine.

The representation o fedures is different from the one used by Steds [44]. He
asciates lexicd entries with feaure sets that contain feaures, which represent the
sensor values. |, onthe other hand, make ashort cut here; | diredly associate the words
with feaure detedors. As painted out ealier, the distinction ketween feaure detedors
andfeauresisnat very clea-cut.

Althowh it may be agued that feaure detedors (or feaures) need to be dassfied
further, | think this classficaionis only necessary for level formation. Level formation
is a dasgfication, kesed onthe (syntadic and semantic) functionality or structure of a
word-meaning pair [47]. Clasdficaion d the meaning that will be lexicdised in my
experiments is dore by the lexicdisation itsdf. l.e. the words for cetain feaure
detedors cause the lexicon to be ahigher level in the hierarchy of meaning. Due to
ambiguity, different sets of fedure detedors may arise that are asciated with ore
word, bu that also refer to the same meaning, thus lealing to coherence, as was argued
in chapter four. This, however, may not always be true, and so lexicd ambiguity enters
the lexicon, which is a mmmon fedure of natural languages. Once ajain, co-evolution
of meaning and languageisamain principle of perceptual grounded language formation.

If the spedker has determined a distinctive fedure set, it searches its lexicon for word-
meaning pairs that match ore of the feaures from this . If the lexicon is drealy
somewhat matured, there may arise synorymy, i.e. there ae more words for one
meaning. In this case, the most useful word neels to be seleded. So the word that has
the highest score of successuse will be used in the expresson. When a word will be
expressd, the use is incremented immediately. So, when the heaer replies the
evaluation, orly the success sore has to be incremented if necessary. If there is no
association matched with a fedure, then the string (nil) is being expressed. A new word
is creged immediately, i.e. with a cetain probability. In the smulations of Steds
[41][44][45], this probability was st a 0.05. This probability is kept low in order to
sow down the emergence of ambiguity.

The probability is implemented using a randamn generator that generates numbers
between 0 and 20 and when this number equals 1, a new word is creaed. By this
probability at 0.05(or so low), it is assumed that the system does nat crash o ‘dies out’
during the evolution. Our physicd robas, on the other hand, docrash dwe to energy
deficits or other technicd problems. During some long experiments | naticed that it took
very long before asecond word was creaed. | reasoned that due to the aashes, the
randam-generator had to start al over again, making the probability of word credion
even lower. For instance when | experimented with arun d some thirty language games
(which is quite cmmmon), a particular roba may have been the speder for, say, fifteen
times. It d'so may be possble it tried to creae aword ten times, bu the @nstraint of
probability caused it not to. The same property can hdd for severa runs in which no
words are being creaed. Summing up these runs, the probability may deaease to, for
example 0.01 o even lower. Therefore | had to increase this probability. | intuitively
estimated that a probability of 0.2would suffice

As mentioned before, the implementation d muiltiple word expressons caused some
problems. These problems arose, however, mainly in the heaer's task and will be
discussed in the next subsedion. The speaker encodes one by one the words that it will
expressfrom the distinctive feaure set. At the time the words are encoded, and the best
ore has been chasen, this word is transmitted by the radio-link. Thiswhae procedureis
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processed duing one SMB-cycle, so al radio messages that are transmitted at the end o
this cycle mndgtitute the expresson. At the same time a the message is formed, the use
isincremented if and orly if aword is expressd.

7.6.2Thehearer’stask

Theimplementation d the heaer’s part of the mwnwersation was much harder. This was
mainly due to the fad that the decoding process is much more @mmplex than the
encoding process Espedally, the evduation d the succesgulnessof the language game
appeaed to be quite mmplex. The heaer deades the expresson into (usually more
than ore) fedure sets, which it then has to compare with its distinctive feaure set.
Furthermore, the hearer has to look for that distinctive feaure set, which resembles one
of the deaded fedure sets most. So, the heaer has to seach what feaure set has the
highest correlation between the demded set and the expeded set. This yidds a
computationaly large seach tree If the lexicon becomes redly large this problem may
be intradable. Different variables for the diff erent feaure sets and the diff erent types of
outcome did na make the task easier. In this ®dion | will discussthis problem of the
implementation in greaer detail, starting with an overview of the task that had to be
implemented. | do nd addressthe process of updating the use/success ores, becaise
thisis already discussed in chapter three

If the hearer gets an expresson from the spedker, and the heaer arealy determined the
topic, then it hasto deaode this expresson. If the expresson is empty, then the language
game ends in failure, and the failure is reported to the spesker. The spesker had aready
determined that the game was a fallure and passbly creaed a new word. If the
expresson is nat empty, the heaer needs to seach its lexicon in arder to find all
asociations that match the words used in the expresson. This way the heaer builds a
set of fedures that represents the expresson from the heaer’'s point of view. The
yidding set, then, hes to be compared with the set of distinctive fedure sets. The heaer
must seach the distinctive feaure set that most closely resembles the fedure set that it
had decoded. Three things can happen naw: (1) If there is nat any eement of the
demded fedure set in ore of the distinctive feaure sets, then the game ends in failure.
(2) If these two sets are aual, then the game ends in success (3) If the aoss gdion
between the decoded fedure set and the set of digtinctive fedure sets is not empty, but
there ae nat some feaures missng, then the game endsin a partly success

The resulting behaviour of the first two cases was quite eay to implement. In case (1),
if the set of distinctive fedure sets is nat too large, then the heaer had to associate the
words with al the feadures in the distinctive fedure sets. If the set of distinctive fedure
setsistoo large, then too much urcertainty and ambiguity would enter the lexicon, so no
asociations are being made. (2) If the game ends in success noasociations have to be
made. The last option (3), however, was much more difficult to implement. It has to be
determined which dstinctive feaure set(s) most closely resembles the deaded set. Then
al the words that do nd have sciations must be asciated with al the distinctive
feaures that do nd have asciations yet. Problems were: () how to find the distinctive
feaure set(s) that correlates best with the one that was decoded. And (b) to make sure
that al new assciations are only made once Problem (b) has been resolved, bu
problem (a) still has sme shortcomings. It shodd be the cae that only one distinctive
feaure set will be used for association, whereas up to now, usualy more than ore
digtinctive fedure setsis being associated.
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As you can imagine implementing such a seach was quite difficult and complex. |
will, however, na discuss these problems and their implemented solutions further,
because the dgorithm has arealy been given in chapter three and the implementation
does nat differ much from that algorithm.

7.6.3 Some general remarks

In implementing the onwersation | encourtered some more problems than were
mentioned in the previous subsedions. The most fundamenta problem was when to do
what? |.e. a what moment shoud aroba do what process When, for example, shoud
the heaer determine the topic? | have mentioned in the introduction d this dion that
it was assumed that thiswas arealy dore, bu infad it is smewhat more complicated.

If the spesker encodes the expresson, then the heaer ill does not know what the
topic is. In pradice the spedker first paints at the topic, then it plays a discrimination
game, and then it encodes the expresson. Instead of transmitting a synchronising
broadcast like eg. ‘pointed’, the speaker broadcasts the fad that it finished panting by
expressng the encoded expresson. So, oy when the heaer recaves this expresson,
the heaer can determine what the topic is. When the hearer has determined the topic, it
plays a discrimination game and then it decdes the expresson.

Anather example is that when the spedker finishes painting, it must stand still before it
can pay a discrimination game and encode the expresson. The process of playing a
discrimination game and deaoding the expresson may take some computational power
of the processor, which in turn may increase the time-interval between two SMB-cycles.
Thus the roba would turn too far. Here this may nat be such a big problem, but when,
for example, alignment isrequired, this may cause rather big problems.

7.7 General problemsand the main program structure

Before | will present the final protocol, | will discuss ®me general problems that also
arose during the implementation. In this ®dion | will aso discussthe main structure of
the program | developed. The protocol will be givenin sedion 7.8.

7.7.1 General problems

The hardest problems that arose during the implementation reveded itself during the
implementation d the search for a roba before or in the initia stages of the language
game. Initidly | had a lot of technicd problems with the IR modue. At first | did na
know that moduation dfferences had to be set in the PDL code. Then there aose the
problem that when | turned al the IR emitters on, the system crashed. For some
unresolved reason, it appeaed that it is nat always possble to turn onal the emitters
(including the ports that were nat in use) at once, espedally when the other processes
becane more complex. So, | first changed it so that al emitters were turned on ore by
one, but in order to emit pulses of IR, the emitters needed to be switched onand df at
the same time. So, | changed the program in such a way that now only the necessary
emitters are turned on. Until now this did nd cause any problem. Other users of the
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SMB2 bcard have observed the problem before, and it probably has something to do
with the limits of processng in the kerndl.

A next delicae problem that | had to ded with throughou the implementation process
was abou the same that was mentioned in sedion 7.5.3When dothe robas have to do
what? With this problem | do nd mean the ‘big’ relevant tasks, bu rather the more
trivially looking ones, like doing more processng when the roba dedded to stop, causes
problems. In sedion 7.3.1l aready mentioned the problem that when a roba switches
from emitting IR to sensing IR, it will t ake some time before the moduation dfferences
are died ou. l.e. if aroba emits IR, it has high sensor values for not sensing IR and
vice-versa, the IR modue needs some time to relax between atransition d emitting and
sensing. In the FSA, ore must carefully design such transitions in order to let the robas
sense reli able information.

The radio-link also caused some problems. As was mentioned in chapter four, the
radio-link transmits radio signals in an urreliable mode. This means that it is uncertain
whether a transmisgon arrives at its destiny, bu when it arrives, that the message is
reliable. There is no reliable method to chedk the arival of a radio-signal. When, for
instance the recaver confirms the arival by transmitting a radio-signal, the problem
starts again, and again, and again ... So, | had to implement some methodto get arobust
system.

All other proceses that are diredly conreded to the dynamicdly changing
environment in ore way or the other are unreliable. 1.e. the processes that make use of
sensory-motor interadions may fail anytime. A processthat fail s often, for example, is
the seach o the speder for the heaer, causing bath robas, in principle, to stay in the
current state indefinitely. Therefore, | have built in atimer that causes the roba to leare
a cetain state dter a particular time. This time length depends on the time in which a
processcan be caried ou. The seach for aroba, for example, takes more time than the
scanning process | have implemented a default time period in which most processes can
be dore. Only, the seach processtakes longer than this default period, and therefore |
increased this period appropriately. If a processdoes nat succeel within thistime period,
the language game fails. | thowht abou methods of how to let only the particular
processfail, thus nat needing to start all over again, bu | did na find any solutions.
Maybe transmitting a broadcast for failure and a new cdl for communicaion may help
to keep the system playing language games, which brings me to another problem. How
can we kegp upas many language games as passhle.

As was mentioned before, the system may nead more than a thousand language games
before the language mnverges to a aherent structure. As | mentioned in sedion 7.3.1)
already succealed to increese the frequency of a language game to every two or three
minutes. Thisresult could be better. This can be done by playing anather language game
right after one has finished. So, every time alanguage game has finished, the heaer
broadcasts a request for communicaion, which the former spesker may, or may nat
confirm. Confirmation dgpends only on the successof the broadcast. The heaer then
becomes the spedker and the other way around.! first though it would be sufficient to re-
enter the FSA again after they had scanned the surroundngs. So, helfway the protocol.
This, however, turned ou to cause aynchrony in the implementation d the program,
becaise nat al constraints were satisfied (like, e.g. the dignment constraint initia to the
pointing). So, | dedded to start the processall over again. This way, the robas may play
more than ten language games in a row, taking turns in the role of spe&er and heaer.
There may also be only one, dueto the uncetainties of the system.
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7.7.2 Themain structure of the program

In constructing the severd default processes of the program | encourtered orly a few
problems. These mncerned mainly the order in which the severa procedures must be
procesed. Ancther problem concerned the cndtions under which the roba can enter
either the speker or the heaer mode. In this sdion | will briefly discuss these
problems.

The program is organised such, that it can simulate paralel processes. There ae mainly
proceses for motor-behaviour, language aaptation, perceptual groundng, and
communication control. Motor-behaviour is driven by motivations that are cdculated by
the default and communication pocesses. The basic behaviours are forward drive, stop,
rotate, IR-taxis, puse IR, smocoth olstade aoidance and touch besed olstade
avoidance The motivations arefirst cdculated at the ‘top’ default process They are dso
cdculated by the communication control, which is the finite state aitomaton for bath the
specker and the hearer. The motivations cdculated by the ommunicaion control inhibit
the default behaviour. In addition, the ommunicaion kehaviour is inhibited by the
touch based olstade aroidance which also cdculates behaviour. In my implementation,
motivations are binary relations. zero when they are off, and ore when they are on.
When, for example, aforward driving roba bumps onto an oljed, then the motivation
for touch based olstade avoidance is adivated. This motivation then is adivated for
abou 2 sends, so the roba is able to drive backwards and turns away from the objed
before. During this period, the forward driveisinhibited, i.e. turned of.

In arder to inhibit default motivations, the inhibiting motivations must be cdculated
after the inhibited ores, becaise, athowgh in theory the processes are cdculated in
parale, in pradicethe processs are till cdculated in seria. So, the main structure isto
first cdculate the default motivations, then the communicaive motivations, which
inhibit the default, and finally motivations for touch based oltstade avoidance

In this chapter | have drealy discussed the communicative motivations in detail, and
they will be repeaed in the next sedion. The motivations for touch based olstade
avoidance which are initiated by the bumper sensors, are discussed lriefly above. So,
now | will discussthe default behaviours briefly. There ae, besides touch based olstade
avoidance three default behaviours: forward drive, smoath olstade avoidance and IR
pulsing.

1. Forward drive: This is a dynamicd behaviour, where the roba aways
minimises the difference between the adua motor speal and the default
motor speed. This asaures the roba to ride a default speed. The motivation
during default procesesisaways 1.

2. Smooth obstacle avoidance. In this behaviour, the roba uses adive infrared
to avoid ofjeds. It emits IR (in puses), and when it recaves refleded IR
signas, the roba will turn away from the objed. As was mentioned before,
the IR charaderistics are the reverse when IR is on, compared to when the IR
is off. So, IR-taxis has the reverse dfed, when the IR charaderistics are
reversed. l.e. instead o driving towards an IR source when the sensed IR
values areincreasing from a default low value, the roba will drive avay from
an IR source (e.g. an ohjed that refleds IR) when the IR deaeases from a
default high value. (Chedk yoursalf with the formula given in sedion 6.3.2
The motivation for this behaviour is st to 1in default mode. Side dfeds are
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that when the roba receves IR from ancther roba it will aready turn
towardsit, andthat it does nat work in periods where no IR is emitted.

3. Touch based obstacle avoidance. If the robd, despite the smocth based
obstade avoidance, bumpsinto an oljed, the touch besed olstade aroidance
behaviour is adivated. There ae basicdly threepaossbiliti es: (1) If the roba
bumps into an oljea onthe front and oy one bumper (either left or right) is
touched, the roba inhibits al other motor behaviours and starts to drive in
reverse for one seaond. Then it turns away from the wall for %2 seaond, after
which the behaviour dies out and all other behaviours are restored. (2) If both
front bumpers are being pushed, the same behaviour as (1) is tarted, except
that the roba will turn away in a randam diredion. This is implemented in
order to resolve the posshility that the roba gets guck ina crner. And (3) if
the roba bumps into an oljed from behind, it only gets a small forward
impulse, thus driving forward again.

4. Pulse emission. When the roba is in default mode, the roba emits pulses of
IR (seefigure 7.5). Thisisdore & different frequencies in dfferent robds. It
is cdculated that when IR must be on, the motivationwill beset to 1,elseitis
setto 0.Whenitis1,thelR is %t to maximum only once and viceversa, the
same happens with the moduation level.

The exeaution d the motor-behaviours has to be ordered as well. The stop command,
for example, must inhibit all other behaviour. The IR-taxis works best if it is exeauted
before forward drive. Rotation can oy be exeauted when al other behaviours, except
stop motors, are inhibited. Thisinhibitionis assgned to the motivational variables when
rotation is adivated. As mentioned, the touch based obstade avoidance must inhibit all
other motor behavioursin arder to drive badkwards long enough and turn away from the
obstade. Otherwise, the forward drive behaviour causes the roba to repeaedly bump
into the obstade.

In between the default mode and the exeaution processes is the communication control.
Hereto | designed a FSA for bath the speeker as the heaer. The states of the FSA are
cdled motivations as well . At default, bath motivations are set to 0, so the default mode
as described is exeauted. The default processdetermines when an agent shoud transfer
into a particular communicaion mode. If the ayent has broadcast a request for
communicaion, which is replied by the other agent, then the motivation to go into the
specker mode is st to 1. And if the agent recaves a request for communicaion, it
‘confirms’ the other agent and will enter the hearer mode d level 1. The ommunicaion
controls are processed after the default motivations. If the robas have amotivation for
either the spedker or hearer mode, the FSA will processthe mommands in the particular
state of the attomaton. When the system arrived at a cetain condtion, the ayent will
procedl in the next state of the auitomaton. The FSA will be summarised in the protocol
that is given in the next sedion.

Althowh al processes are caried ou in seria, they are virtualy implemented in
paralel. Motivations of a particular behaviour can inhibit other motivations of the same
behaviour ac@rding to certain strength of the particular motivation. This way we have a
parallel working system. Schematicdly the achitedure of the softwareis simmarised in
figure 9.1.
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7.8 Thefinal protocol for playing language games

Until now | did na discussall the detail s of the implementation process becaise that
would cause a dapter of maybe more than a hunded pages. | did, havever, addressthe
most important steps that needed to be taken in order to get a smoath working parall e
system. We started in sedion 7.2with an initial base of the protocol abou what needed
to be dore in a language game. In the following sedions this protocol was more
formally refined, so we now are ale to present the resulting protocol. Schematicdly the
protocol now looks like this:

PROTOCOL FOR A LANGUAGE GAME

All robas drive aoundand emit IR pulses ead at a different frequency. When ore
robd ‘sees’ ancther, it enters the speaker mode.
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SPEAKER:

Broadcasts ‘ communicae’ request.

On confirmation turn IR off and
approach heaer by IR-taxis and -
orientation.

When aligned, troadcest ‘aligned’. IR
on.

When receve ‘digned’, IR off and
scan surroundngs.

When finished scanning,
‘scanned’. Turn IR on.

broadcast

When receve ‘scanned’, choose a
topic from scanned oljeds.

Point the topic with IR on by orienting
towards the topic.

Discrimination game.

Encoding of the best distinctive
fedure.

Transmit the derived expresson.

Update type of success
Finished.

HEARER:

Confirms and enters heaer mode.
Stops driving and turns IR on.

When heaer recaves ‘aligned’, start
IR-orientation to spe&ker. IR is off.
When digned, broadcast ‘aligned’
andturn IR on.

Turn IR off and scan surroundngs.
When finished scanning, broadcast
‘scanned’.

Determine quadrant and thus topic.

Discrimination game.

Demde expresson, evaluate success
and transmit result.

Finished, ask for new conversation.

These protocols both work in paralée at the same time. Radiobroadcasts will seaure the
system is g/nchronous. In order to be visible for the other roba and to be ale to
percave, turns are being taken in emitting IR. We can seethat the basic scenario as was
given in sedion 7.2is being followed. To increases the anourt of language games, the
heaer will ask for anew conversation at the end d ead language game.

In this chapter | discussed the implementation d the experiments, which took me

approximately four and a half months. The implementation d processes which made
basicdly use of the IR modue, i.e. al processes until the painting is completed, were
most difficult andtook me @ou threemonths altogether.
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8. EXPERIMENTAL RESULTS
8.1 The two experiments

In the wurse of the projed | have dore several experiments on the formation d a
lexicon. In this chapter | will report onthe results of two of those experiments. Aswas
mentioned before, the experiments only concerned two robads. The robas did na play
language games on spatial relations as was intended in the first place they only played
naming games. Word oder was nat important in these eperiments. In bah
experiments, the protocol given in the precaling chapter was exeauted in every
language game. The first experiment, however, did na concen the perceptual
groundng, and the only objeds that could be lexicdised were the robas themselves.

So, in the first experiment the robas engaged in a language game. They had to find
eah aher so that they were fadng ead aher. Then bah robas sanned their
surroundngs, bu did na play discrimination games. Thiswasto have a indicaion
how the robas performed in exeauting the protocol. The speaer chase the topic,
which was either the speaker self or the heaer. The distinctive fedure sets were given
by {self} or {other}, eat from the roba’s own pdnt of view. Pointing was dore &
described in the preceding chapter, i.e. emisson d IR when the heaer isthe topic and
no emisson when the speser was the topic. The language formation was dore &
described before.

In the second experiment the possble mntext did involve the other objeds in the
environment. The robas did play discrimination games as described in chapter 6. The
objeds were only indicated by name, i.e. orly naming games were held. In the next
sedion | will report on the first experiment. Sedion 8.3 reports on the seand
experiment. Conclusions are given in sedion 8.4.

8.2 The naming of agents

| have cmonducted a series of experiments where the robats were playing language (or
naming) games, concerning only the robas themselves. These experiments were held
to show that the language formation worked onthe robas. Although the lexiconis nat
perceptual grounded, the results are interesting. It first showed that the system was
robust and that the games went on continuowsly. However, na every language game
succealed to exeaute the given protocol completely, i.e. complete dignment was not
aways readied and the robds did na always <an their surroundngs properly. The
system was lexicdised in a small amount of naming games. In this sdion | will
briefly discussthe results this experiment yielded.

Topic identification:

The topic of the naming games was derived with a wherence of 100%. This was due
to the fad that there were only two passble objeds in the eavironment, which were
pointed in a simple way. If the hearer sensed IR, it had itself as the topic. Otherwise,
the speaker was the topic. Aswe shall seg this caused noambiguity in the lexicon.

Examples of the naming games:
After 10 dalogues | recorded this dialogue with roba rl as gpeder, and r2 the heaer:
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Di al ogue 10:

Topic rl: self

Topic r2: other

Encoded expression rl: (a b)
Decoded expression r2: ni

Fail ure

Association r2-other == (a b) 0/0

As we can see rl drealy has creaed a word for sdlf, it was the first time this
expresson was encoded by rl. r2 successully determined the topic, and it associated
appropriately the expressonwith other.

Ancther example:

Di al ogue 14:

Topic rl: self

Topic r2: other

Encoded expression rl: (a b)
Decoded expression r2: other
Success

We seethe same dialogue structure, rl is edker andtopic, r2 isthe heaer. Thistime
the dialogue is a success

Thefinal lexicon
After 37 dalogues the lexicons of bath robats are evolved as foll ows:

The | exi con of rl:
rl-self == (a b) 16/15
rl-other == (a c) 3/3

The | exi con of r2:
r2-other == (a b) 15/15
r2-self == (ac) 4/3

As we see the lexicons converged into complete mherence withou ambiguity of
synornymy. This is mainly due to low complexity of the experiment (only two agents
and ohjeds) and to the mmplete awherence of the topic identificaion. Ambiguity,
however, could have entered the lexiconiif r2 had creaed word (ab) for self, before it
associated (ab) with other.

We can also seethat, for the same reasons just mentioned, the use/successrate is
extremely high. The roba that assciated aword seaondy has a 100% score, while we
can seethat the roba that creaed the word has a use fador one paint higher than the
success Other experiments showed the same result. This would cause the use/success
rate to converge to 100%.

Other comments

We saw that in 37 dalogues both robas successully adapted a name for both agents.
These dialogues were held in lessthan 25 minutes. In this time there were, however,
more onsets for a language game. These games alrealy fail ed in the preparation stage
of the language game. Failure occurred in all sub-tasks. Most of the times these were
inappropriate cdls for communicaion (more than 50% of the failures). Inappropriate
cdls for communicaion are made when the robas are separated significantly at the
time of initiation. These inappropriate cdls were probably due to refleded IR signals
that are perceved at the end d a ‘nonemisson’ period. In these caes the radio
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broadcasts usualy do nd arrive & their destiny, so the initiator soon dscovers its
error, becaise no confirmation arrives. The initiator waits only 1.5 seconds for
confirmation, and when it does not receéve a onfirmation, then it broadcast ‘wall’ to
the other agent in case the initi ator mistakenly sensed the wall instead of aroba. This
way the roba that arealy entered the heaer mode can continue exploring. Initial
aignment and the perception tasks also failed duing this experiment. This only
caused alanguage game to end, withou influencing the language formation.

Although these experiments were set-up to have arather simplistic formation d a
language, we have seen that under these relative ided circumstances adaptation d the
lexicon in robdic agents occurs quite rapidly. The drcumstances are relative ided,
becaise there ae only two ofjeds, the topic identificaionis very reliable, andthereis
no perceptua groundng. In the next sedion we shall see that increasing the
complexity of the experiment, and thus deaeasing the reliability of some sub-tasks,
makes |exicon formation much harder.

8.3 Grounding experiment

This sdion reports on the results of an experiment on groundng an adaptive
language. The experiment was one of a series of experiments that al partialy failed in
one way or ancther. The reported ore was the best one of the series. | will report on
different parts of this experiment, ead with their spedfic results. Future experiments
shoud combine the best results, thus leading to better results. The experiment was
caried ou in ore and a haf day, which lead to two and a half hour of adual robaic
adion. Results of this experiment are dso reported in [51].

This small amount of time was due to: (1) Technicd problems, where robas gopped
working. (2) Redharging of robas (after half an hou work, the batteries neaded to be
recharged for half an hou). And (3) the way | measured the language games: |
measured the language games using two serial cables to conred the robas to my PC,
thus recording the internal states of aroba during the language games. This took extra
time, becaise when the robas are exploring the environment, the seria cables had to
be disconreded. In the dfedive experimental time | measured 201 language games
and ca 140 dscrimination games. This differenceis due to the fad that the agents do
not play discrimination games when they have themselves as the topic. Unfortunately,
only the first 55 language games were reliable.

The eperiment is divided in the first part, where the groundng, and thus the
language formation was most reliable, and a second part, in which the pointing was
more reliable. Abou the first part | will report on the results of these language games,
which are drealy very interesting. Due to problems with the pointing processin this
part, the topic identificaion was very unreliable. Reliability of the topic identification
was best in the last part of the experiment. So, there | will report on the wherencein
topic identificdion. In this part, however, the meaning credion was unreliable
becaise of an error that entered the source @de, so the language formation was
unreliable a well. Furthermore, | will also report on the aherencein derived context
over this part. Finaly, | will report on some general resullts.

72



8.3.1 Language formation and grounding

Here | will report on the first 55 successfully executed language games, i.e. those
language games that resulted in a transfer of communicative information (words and
non-words). During these language games, the robots were able to create the basic
perceptual feature tree that is used in the language. Words are also coherently
lexicalised for the agents themselves. No words or features are forgotten yet. The
topic identification for the agents succeeded at approximately 31%, while for other
objects this was approximately 2%. Here is an example of the grounding process in
agent r2, starting with discrimination game 1. (Note that the sensory channels are
numbered as defined in section 7.4.2).

Discrimnation gane 1 by r2
Cbj ects r2:
00: [25] [scO0:11,scl: 3,sc2:46]
ol: [80] [scO0:11,scl:1,sc2: 3]
02: [162] [scO0:2,scl:7,sc2:188]
Topic r2: o2
Failure r2. No feature sets
New feature detectors r2: r2-scl [0, 255]

As we see, robot r2 perceived 3 objects in its surroundings, 00, 01, 02. The topic of
the discrimination game is 02. Object 02 is detected at time/position 162 with values 2
for scO, 7 for scl and 188 for sc2. The discrimination game is a failure, because there
are no feature detectors yet, but it leads to the construction of a new feature detector
r2-scl. r2-scl is a feature detector on sensory channel 1, i.e. modulated light, and it
expects avaue between 0 and 255, which is the domain of this sensory channel.

The next discrimination game is somewhat further in time, all sensory channels are
associated with a feature detector.

Di scrimnation gane 4 by r2
Cbj ects r2:

00: [13] [sc0:70,scl:7,sc2:136]

ol: [38] [scO0:8,scl:1,sc2: 3]

02: [79] [scO0:5,scl:23,sc2:12]

03: [215] [scO0:1,scl:1,sc2:183]
Topic r2: o3
Feature sets r2:

00: {r2-sc0,r2-scl,r2-sc2}

ol: {r2-sc0,r2-scl,r2-sc2}

02: {r2-sc0,r2-scl,r2-sc2}

03: {r2-sc0,r2-scl,r2-sc2}
Failure r2. No distinctive feature sets
New feature detectors r2: r2: scl-0 [0, 127.5]

r2-scl-1 [127.5, 255]

Now r2 has feature sets for each object, but because all feature detectors work in the
same domain for every sensor, no distinction can be made. scl is divided in two equal
regions, thus constructing new nodes of the discrimination tree.

Already at discrimination game 10 the first success is recorded. The discrimination
game involves two objects:
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Di scrimnation gane 10 by r2
bj ects r2:
00: [225] [sc0:32,scl:7,sc2: 2]
ol: [256] [scO0:1,scl:1,sc2:151]
Topic r2: ol.
Feature sets r2:

00: { {r2-sc0,r2-scl,r2-sc2},
{r2-sc0,r2-scl1-0,r2-sc2},
{r2-sc0,r2-scl, r2-sc2-0},
{r2-sc0,r2-scl1-0,r2-sc2-0} }

ol: { {r2-sc0,r2-scl,r2-sc2},
{r2-sc0,r2-scl1-0,r2-sc2},
{r2-sc0,r2-scl,r2-sc2-1},
{r2-sc0,r2-sc1-0,r2-sc2-1} }

Distinctive feature sets:

{ {r2-sc2-1},{r2-sc0,r2-sc2-1},
{r2-scl, sc2-1},{r2-scl-0,r2-sc2-1},
{r2-sc0,r2-scl, sc2-1},
{r2-sc0,r2-scl1-0,r2-sc2-1} }

Success r2. Best distinctive feature set:

{r2-scz2-1}

As we see, there are already many combinations of feature sets for both objects. All
combinations of such features that distinguish the topic 00 from ol constitute the set
of distinctive feature sets. There are six such feature sets; the best distinctive feature
set is r2-sc2-1, because this is the smallest set. We see that already in an early stage
the robot is able to successfully discriminate objects. r2 increases the use parameter of
all the features that are in the set of distinctive feature sets, but it only increments the
success of r2-sc2-1. From this point on, the language formation can evolve. Before
this was not possible, because there were no distinctive feature setsto lexicalise.

Now that the feature detectors are refined further, it is interesting to see how the
lexicon evolves in co-evolution with meaning. Let us look at such an early naming
game.

Di al ogue 19
Speaker rl. Hearer r2.
bj ects rl:
00: [17] [scO0:3,scl:0,sc2: 193]
ol: [91] [scO0:3,scl:62,sc2: 3]
02: [192] [scO0:3,scl:0,sc2:191]
Topic rl: self
Distinctive feature sets r1l:
{ {rl-self} }
Cbj ects r2:
00: [243] [scO0:2,scl:0,sc2:186]
Topic r2: o0
Distinctive feature sets r2:
{ {r2-sc0,r2-sc2},
{r2-sc0},{r2-sc2},
{r2-sc0-0},{r2-sc2-1},{r2-sc2-1-0} }
Encoded expression rl: (a b)
Decoded expression r2: O
Failure. r2 associates (a b) with {r2-sc0},{r2-sc2},
{r2-sc0-0},{r2-sc2-1},{r2-sc2-1-0}

Here we see a typical example of incoherence in the perceived context. rl perceived
three objects. The first and the last are the same object, because the decision for
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recording both objects fell on the IR channel, implying the object to be a robot, but
there is only one robot. This happened more often. In the beginning of the perception,
arobot senses an interval in infrared that is caused by the opposite robot. When this
happens before time/position 10, then it is assumed that it is the other robot, otherwise
this may not be true. The same phenomenon may occur when both robots
communicate near a wall or an object. Then it is well possible that reflected IR is
perceived as an object. Furthermore, rl perceived a competitor (0l), while r2 did not.
This may be caused by r1, which might have been in between r2 and the competitor.
r2 only perceived 00, which representsril.

Although this incoherence in context appeared by coincidence, it had little influence
on the language formation. r1 chooses itself as the topic, and r2 was able to identify rl
asthe topic. Aswe can see, rl dready created aword for self, namely (ab). In turn, r2
could not decode the expression in a set of features and the language game ended in
failure. Therefore it associated (a b) with all the distinctive feature setsit derived from
00. What we do not see is that r1 increments the use for (a b), but not the success. It
increments both the use and success of distinctive feature r1-self. r2 increments only
the use of al distinctive feature sets, because no set is used for communication.

After awhile, the language gets somewhat matured, and we encounter a dialogue as
the following:

This is dialogue nr 43
Speaker: r2. Hearer: rl.
bj ects r2:
00: [138] [scO0:2,scl:0,sc-2:183]
Topic r2: self
Distinctive feature sets r2:
{{r2-self}}
bj ects rl:
00: [12] [scO0:1,scl:0,sc2:186]
ol: [185] [scO0:2,scl:12,sc2: 188]
Topic rl: o0
Distinctive feature sets r1l:

{ {rl-sc0O,r1-sc2-1-0-1-1-1-0},
{rl-scO,r1-sc2-1-0-1-1-1-0-1},
{r1-sc0-0,r1-sc2-1-0-1-1-1-0},
{r1-sc0-0,r1-sc2-1-0-1-1-1-0-1},
{r1l-sc2-1-0-1-1-1-0},

{r1-sc2-1-0-1-1-1-0-1}}

Encoded expression r2: (a b)

Decoded expression rl: {{rl-self},{rl-sc2-1},{r1-sc2-1-0},
{rl-sc2-1-0-1},{r1-sc0},
{r1-sc2-1-0-1-1-1-0},
{r1-sc2-1-0-1-1-1-0-1}}

Success

This time the dialogue was a success. Although, as we saw in the preceding dialogue,
rl also has the word (a b) for itself, it is able to decode the expression rightfully. rl
now increments both the use and success of (a b) associated with feature r1-sc2-1-0-1-
1-1. Thisfeature is chosen to participate in the conversation, because it resides in both
the decoded feature set and the distinctive feature set of one element, and it is the
feature that is least refined in the discrimination tree. The success for this feature in
the discrimination tree is incremented as well, whereas the use is incremented for all
the features in the set of distinctive feature sets. Note the distinction between the
use/success between the lexicon and the feature detectors.
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After 55 language games, the lexicon of both robots looks like this: (we see the
features associated with aword, and their use/success)

The | exicon of r1:

rl-self == (a b) 10/1

rl-sc2-1 == (a b) 1/1

rl-sc2-1-0 == (a b) 3/1
rl-sc2-1-0-1 == (a b) 0/0
rl-scz2-1-0-1-1-1-0 == (a b) 1/1
ri-sc2-1-0-1-1-1-0-1 == (a b) 0/0
rl-scO0 == (a b) 0/0

rl-self == (a c) 0/0

rl-scl-0-0-0 == (a d) 0/0

The | exicon of r2

r2-self == (a b) 14/3
r2-sc2 == (a b) 2/0
r2-sc2-1 == (a b) 2/0
r2-scl-0 == (a b) 4/0
r2-scz2-1-1 == (a b) 0/0
r2-scl-1-0 == (a b) 2/1
r2-sc2-1-0-0 == (ac) 1/0

As we can see, both robots have associated (a b) with self, but it appears that r2 starts
to win (ab) with self. Both robots a so associated (a b) with features that can represent
the other robot. Furthermore, we can see that r2 successfully associated (a b) with a
feature for high values of the sensory channel for modulated light. This must have
happened in a dialogue where the topic was wrongly identified by one of the robots.
Because in a language game, both robots assume they identified the same topic, the
expression may be associated wrongly. r2 somewhere associated (a b) with sc1-1-0,
and in another game it decoded the expression (a b) of r1 with scl1-1-0, thus leading
the language game to a success. We can aso see that rl associated (a c) with self,
while r2 coupled this word with a feature for rl. Finaly, rl uses (ad) for a feature that
represents a competitor.

The discrimination tree that is built in this period by r1 now looks like this: (note that
this time the score are presented as success/use)
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Features and success/use rl
rl-scO [0, 255] 0/ 46
ri-sc0-0 [0, 127.5] 0/30
ri-sc0-0-0 [0, 63.75] 0/15
ril-sc0-0-1 [63.75,127.5] 0/0
ri-sc0-1 [127.5,255] 0/0

ri-scl [0, 255] 0/ 29
ri-scl-0 [0, 127.5] 4/45
ri-scl-0-0 [0, 63.75] 2/42
ri-scl-0-1 [63.75,127.5] 0/3
ri-scl-0-0-0 [0, 31.875] 3/48
ri-scl-0-0-1 [31.875,63.75] 0/0
ri-scl-0-0-0-0 [0, 15. 937500] 0/ 34
ri-scl-0-0-0-1 [15.9375, 31.875] 0/4
ri-scl-0-0-0-0-0 [0, 7. 96875] 0/ 16
ri-scl-0-0-0-0-1 [7.96875, 15. 9375] 0/0
ri-scl-1 [127.5,255] 0/0

ri-sc2 [0, 255] 1/84
ri-sc2-0 [0, 127.5] 2/21
ri-sc2-1 [127.5, 255] 2/26
ri-sc2-1-0 [127.5,191.25] 3/26
ri-sc2-1-1 [191. 25, 255] 0/0
ri-sc2-1-0-0 [127.5, 159. 375] 0/ 4
ri-sc2-1-0-1 [159. 375, 191. 25] 0/ 26
ri-sc2-1-0-1-0 [159. 375, 175. 3125] 0/0
ri-sc2-1-0-1-1 [175. 3125, 191. 25] 0/ 26

ri-sc2-1-0-1-1-0 [175. 3125, 183. 28125] 0/0
ri-sc2-1-0-1-1-1 [183.28125,191.25] 0/8
ri-sc2-1-0-1-1-1-0 [183. 28125, 187. 265625] 2/13
ri-sc2-1-0-1-1-1-1 [187. 265625, 191.25] 0/0
ri-sc2-1-0-1-1-1-0-0 [183. 281250, 185.273438] 0/0
ri-sc2-1-0-1-1-1-0-1 [185. 273438, 187. 265625] 0/ 13

As can be seen, the robot has built up atree of feature detectors. A lot of them are not
used at al, and also alot was not successful. These feature detectors will be forgotten
after awhile. The evolution of successful features can be seenin figure 8.1
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Figure 8.1 This is a plot of the successfulness of certain features of rl over a period of 42
discrimination games. The featuresthat are relevant become more stable.

The feature space covers the objects in the environment rather coherently, i.e. the
features that are used successfully usually represent the same object every time they
are used (table 8.1).

Table 8.1 The coherence between the features and the objectsin their
environment for robot r1 after 42 discrimination games.

Charging station ~ Competitor Robot

sc2-0: 1 scl1-0: 3 sc1-0: 1
sc1-0-0-0: 3 sc2-1-0: 3
sc2-0: 1 sc2-1-0-1-1-1-0: 2
sc1-0-0-0-0-0: 2

We see that the charging station had not been the topic often, so it is difficult to say
something about this object. The other objects, however, al use specific features,
although we can see some overlap. scl1-0, for example has been used three times for
delineating the competitor, but only once for the robot (i.e. r2). All other features are
very specific.

8.3.2 Topic identification and context coherence

As mentioned before, the first part of this experiment reveaed reliable data on the
meaning and lexicon formation. The lexicon formation was essentially reliable on the
lexicalisation of agents. The last 90 language games, on the other hand, revealed more
reliable data on the topic identification, which, of course, is very important for the
lexicon formation. In this section | shall report on this topic identification and the
coherence in the context between both robots. The latter does not always succeed, as
we already saw in the preceding section, but if we look at the sufficient conditions for
context coherence, we see that thisfigure is rather high.
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As| aready reported in chapter 7, topic identification by the hearer is rather difficult.
The speaker by means of orientation towards the topic points at the topic. Meanwhile
the hearer perceives a graph like in figure 7.4. Due to the errors in alignment, i.e. the
robots do not start pointing while completely aligned, the height of the threshold is not
determined well enough. It may also be possible that some of the relevant peaksin the
graph are not high enough to exceed the threshold. In the last runs of the language
games, the threshold was determined somewhat better, so the result, although still not
astonishing, increased.

As we saw in section 8.2, the coherence in the topic, with one of the agents as the
topic, in naming games for agents only was 100%. In this experiment this yield was
decreased drastically to 31%. This probably was due to the fact that the hearer may
have perceived some intersections, while the other robot was standing still. At least,
because there are many more objects that could be the topic, the uncertainty increases.
Recognition of the other objects as being the topic was 19%. Reasons why these
results are this low, still have to be found. Research on that is currently been carried
out.

As we can see in figure 8.2, both robots engaged in a language game perceive their
surroundings very differently. Though, in the last 90 language games the coherence in
the perception of the context was very high. The coherence of the context is defined as
Mot(Cs L7 Cy), i.e. ameasure of the rate in which the context of the speaker is the same
as the context of the hearer. This coherence is sufficient to have a successful language
game, because the hearer perceived all the objects the speaker can choose as a context.
It was calculated as follows:

1
M (C, 0C,) = ¥ m(C, 0C,)

1 ifc.ocC,
where: m(C, O C,) =gn(C, 0 C,) otherwise
H n(C,)

Here Cs is the context of the speaker, C;, the context of the hearer and n(X) is the
number of objects that satisfy the particular condition. N is the number of language
games being played. The sum is taken over all language games. Following this
equation, m(Cs L7 Cp)) = 0.83. This is a pretty good result, considering the different
viewpoints of the robots.
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Figure 8.2 The perception of two robots engaged in a language game. It is clear that both robots
perceive different sensor characteristics. In figure A we see, for example, clear peaks of modulated
light, whereas we do not see thisin figure B. But, if the robot of figure B is the speaker, then it may
have a sufficient perception to succeed in a language game.

8.3.3 Some general remarks

Finaly, 1 would like to dscuss ®me results of the experiment that were not
discussed yet. In a period d 2 % hous of effedive experimenting, 201 language
games were held. This comes down to 1.34language game per minute. This result is
rather high, compared to the anourt of language games | initially hoped for: 0.5 per
minute. When the robas gart a language game, they may play a series of 10 language
games in a row. This amourt could be higher though. In between these language
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games (i.e. within a series of e.g. 10language games), alot of timeislost. The robas
start their language game dl over again, after another language game has ended. This
may cost some time, becaise the robas initially appeaed to be out of phase when a
new language game shoud start. This problem aso could be overcome, when
synchronouwsly start a new game making sure that they transfer to the state next after
the perception. So the robds do nd have to find eady ather again o scan their
surroundngs. This may save alot of time, thus increassing the anournt of language
games. This is necessary becaise the robas may need more than thousand language
games before the lexicon converges towards coherence

In between the separate series of language games, the robas explore the eosystem.
When a roba receaves IR signals that refleded from an oljed in the nonemitting
period, the roba asks for communication. This happened in the experiment at least as
much as there were language games. From the moment that a roba asks for
communicaion, it will wait for 1% second for reply. If the roba does nat receve
reply within that 1% second, or when it does not perceive IR anymore (which means
that the refledions came from an oljea), then it broadcasts a message that it sensed
the ‘wall’ and starts to explore again. This property, howvever, is not a big problem. It
takes only a semnd and sometimes contad has been made, with coincidentally
successul communicdion.

If contad is made, the successrate for proceealing the language game urtil the end
was pretty high: 86.6%. The unsuccessul encourters are not included by the 201
language games. So, if the system were more stable in finishing a language game, the
amount of language games would already have been ca 235in 2% hou. If we can
increase the amount of language games otherwise, for example by increasing the
series of language games in ore place | think we can even doube this amount. So,
finally we may have athousand language games in maybe 5 hous or so.

8.4 Conclusions

The overal results of the language games in the secnd experiment were a bit
disappanting, in that the experiment reveded some small but significant errors in the
system. The poainting for example did na work properly. Initially sometimes the
discrimination games yielded too many distinctive feaure set, which increased the
seach tree for the best set unrecessary. Althouwgh the results of the discrimination
games were reliable, | adjusted the dgorithm dlightly so fewer distinctive feaure sets
reveded. This, howvever, brought up another problem, so the results of the remaining
dialogues were nat reliable anymore for the lexicon formation. The time schedule for
this projed started to run ou, so these arors gill neal to be filtered ou before new
experiments can start. Thisis currently been dore.

On the other hand, the results were successul in the sense that they do show that a
lexicon may be formed using this method, and that future results must increase the
coherence in the lexicon. We saw that coherence emerges between the objeds and
their relevant feaures. Coherence dso started to emerge in the lexicon for agents. This
was more obvious in the first experiment, although that experiment had nogroundng.
New experiments have to be caried ou to increase the overall yield o the
experiment.

The results of the discrimination games showed some promising results for the
groundng problem. The ayents are ale to creae discrimination trees themselves, and
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use selection for adaptive classification of features associated with objects. Thus
building classes of features that discriminate can represent the meaning of objects.
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9. COGNITIVE PLAUSIBILITY OF THE THEORY
9.1 Introduction

In this chapter the gnitive plausibility of the theory described in the precealing
chapters will be discussed. The dapter will be divided in two parts. The first part
discusses the achitedure by which the robas are ommunicaing. A link will be made
with human architedures for language processng and dher processes. The secnd fart
discusses the neurologicd plausibility of the seledionistic theory of language formation.
The neurologicd plausibility is discussed by means of a theoreticd reseach on the
construction d a onredionistic framework cagpable of language formation acrding to
our moddl. This edionisapart of a paper that | have written, which will be submitted
for pulicaionin the future [55].

The wgnitive achitedure of language processng and -aaqquisition is rather well
studied in bah neurolinguistics and psychaogy. In the next sedion a schematic view of
the achitedure of the communicating robas will be given. This architecure will then
be compared with cognitive achitedures of the brain. This comparison will be brief,
and daes nat intend to make daims that language is processed in humans the way it will
be sketched. Furthermore, no dscusson will be given on the neurologicd
implementation.

The neurologicd plausibility of the theory will be discussed as follows: First, | start
with looking a sdf-organising neura network theories that emerged mainly from
artificid intelligence | will discuss that ‘ordinary’ neural network theories will nat
sufficeto seledively adapt languages. Seandy, the theory of neurona group seledion,
introduced by Edelman [15], will be discussed as a posshle candidate for the seledive
adaptation d language. And findly, a neuronal architedure is propcsed for the
implementation d the theory.

9.2 The cognitive ar chitectur e of the communicating robot

In this sdion the achitedure of the robds will be mmpared with cognitive
architedures that can be foundin the physiologicd literature like [26]. The achitedure
is divided in modues that are thought to processdifferent functions. All the functions
that are processed in the roba in dfferent modues can adso be found(more or lesg in
different brain aress. In this dion | will sketch the cmparison withou thorough
motivations. The comparison is made more or lessintuitively on the basis of knowledge
of brain structure. The physiologicd data given in this ®dion can be foundin every
overview of neurophysiology, see eg. [26]. No further references will be given here.

The robas at the Al-Lab are built to investigate abehaviour-oriented approach o Al
[39]. The sensors and aduators are ownreded in paralle to the ‘brain’ of the roba. The
brain o the robas consists of the SMB2 sensory-motor board as described in chapter
five, in which the program is written in a ‘ Process Description Language’ PDL. PDL is
cgpable of conreding sensory input with motor output in dynamicd processes. These
processes are implemented in pardlel, so that it buil ds up a network of processes.

The network of processs that are build upin this projed is shematicdly given in
figure 9.1. As we can seg the whole system is divided in severa processs that ad in
paralel. The achitedure dealy distinguishes the sensors, the cantral processor and the

83



aduators. This is conform the literature on robdics. It dso closdy resembles the
organisation d cognitive

— ENVIRONMENT
v

RADIO INPUT / SENSORS
\
« | MEANING
LEXICON CREATION MOTIVA-
. TIONAL MOTOR
FORMA- SYSTEM BEHA-
<— SPEAKER = BEHA-
& VIOURS
HEARER
\ |
A Y *
RADIO ACTUATORS

. BEHAVIOUR ~

Figure 9.1 The schematic architecture of the robots. On top we see the radio receiver and other
sensors. The large box contains the program that is divided in several processes, which act in parallel
and are interconnected. The processes are connected with external actuators, which in turn cause the
behaviours.

processs as they are described in the psychdogy literature (e.g. [29]). The sensors,
including the radio-link, are mnreded with severa modues that are eab resporsible
for different cognitive cgagdties. In the figure, the radio-link is divided in two modues:
the upper modue can be dassfied as a sensor, and the lower one & an aduator. The
radio-sensor is given separately from the other sensors, because the different functions
of the radio in the ammmunication system, as oppased to the perceptual receptors.

The radio-sensor is conreded to the ‘default motivation modue and the ‘lexicon
formation” modue. The default motivation modue cdculates the motivation for default
behaviours. Normally it is nat diredly driven by auditive stimuli, in the way it is here.
This is inherent to the physicd nature of the roba, which has a radio-link that may be
compared with the auditive recetors. In ou experiment the radio-link aso takes over
some vision-like functions in order to behave synchronowsly with its environment (i.e.
other agents). Although the @nredion is not drawn in the figure, the radio is aso
diredly linked to the FSA for the same reasons as mentioned above.

This modue can be wmpared with brain modues that are spedalised for language
processng and -aqquisition. This modue is shematicdly given as one unit, bu it may
be subdvided in more, parallel and seria working, unts sich as a unit for language
production (encoding) and ore for language understanding (decoding). Such
functionalities may be found in the brain as the Wernicke aea ad Brocas area
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Anather unit that may be foundin the language formation is one for the storage of the
lexicon (or the memory). This latter ‘modue€’ is thowht to highly distributive in neture
in the brain. It dso must have dea conredions with the meaning. The way that this
may be stored is discussed in the next sedion.

The lexicon modue isin two dredions conreded with the meaning creaion modue.
The diredions represent the two-way flow of information. The meaning creaion modue
gets itsinpu from the sensors in order to discriminate objeds. The resulting distinctive
feaure set is matched with the lexicon in the spe&ker’s task. In the heaer’s task, the
lexicon is matched with the stored meaning, yielding afeaure set that is compared with
the ealier derived dstinctive fedure sets. In ou brain, meaning may be aeded in very
distributed areas. Perceptual grounded meaning, however, starts from (or maybe before)
the visual cortex. The discrimination process may reside in an area @mparable to the
visual cortex. Memory storage of meaning, onthe other hand, is thought to be organised
throughou the brain, bu mainly in the assciative wrtex. Like the lexicon modue, the
meaning creaion modue dso gets information from the FSAs for the heaer and the
speker causing the onset of processng.

The FSAs are shown in ore box for smplicity, athough they are separated for
processng the spedker’s tasks and the heaer’s tasks. In this modue, motivations are
being determined for motor adions, as well as in what state of the aitomaton to be in.
The modue dso initiates the language formation and meaning credion processes. One
may see the separate procedures to which a state refers as different modues in the
organisation, thus in fad being paral el processes. Althowgh for clarity reasonsthelinkis
nat shown in the figure, the motivations for motor adions are being sent to the motor
behaviour modue. The links that go to the radio transmitter modue serve to broadcast
signals for synchronising the agents. Thereis physiologicd and psychdogicd indication
that planning and motivationa control is processed in the frontal cortex. In this brain
areathere ae wnredions with many areas in the brain.

The default motivation modue determines, as mentioned before, the motivations for
default behaviour. This modue dso determines whether the agent shoud enter the
speker or heaer mode. Therefore, it has conredions to the FSA modue a well as the
motor behaviour modue. The default motivation modue may aso be cmmpared to aress
inthe frontal cortex for the same reasons as the FSAS.

The motor behaviour modue integrates the diff erent motor behaviours, like IR-taxis,
forward drive dc., and ouputs the motor commands. All the different behaviours arein
fad processed in pardld, athough virtually, because the hardware is gill nat capable of
adually processng in parallel. The integrated ouput values for motor adions are being
sent to the motors diredly. Motor processes in the brain are distributed as well, but it is
thought that the ceebellum processes the production d motor adion. The ceebellum
recaves efferent signals from different receptors to process simuli diredly and
indiredly. The resulting adions are motivated by intentions that are thought to be
derived in the frontal areas. A structure, that can be seen in the roba as well.

The motors, as well as the radio transmitter, can be seen as graightforward aduators.
Althowgh it isnat mentioned here, the IR emitters are dso aduators, and their processes
can therefore dso be dassfied in the gpropriate pathways. |.e. their motivations are
being cdculated in the gpropriate modues, the integration d their motivation and
adion commands are being processed in the motor behaviour modue, which ouputs the
commands to the aduators.

In the robaic system, we can also dstinguish between short-term memory and long-
teem memory from different perspedives. The deaest perspedive is from the
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communicaion side. In alanguage game, ojeds are being percaved and firstly ‘ stored’
in the short-term memory. The distinctive fedure sets yielded from the discrimination
games are dso stored in the short-term memory as a reference to the fedures that are
stored in the long-term memory. It is thought that the short-term memory aso refers to
long-term representations by adivation in the hippocampus. The ayent also ‘remember’
what has been expressed in a language game, whil e it determines the success The long-
term representation d meaning and lexicd items occurs through repeaed use of these
items, which may be compared with long-term patentiation. Long-term potentiation is
though to be resporsible of the long-term representation o memory in the brain.

As argued in this sdion, the functional architedure of the robas may be compared
with the functiona architedure of the human brain. Comparisons are made on the basis
of standard introductions to brain sciences as[26]. Although na every separate pathway
in the robas is foll owed, they may work partly in parallel and partly in seria like the
brain does. Paralleism in the roba is, however, orly smulated. The SMB2 baard
recaves itsinpu and transmits its output in paralel, bu the processes are adualy been
caried ou in serial, dthough the processes are programmed in paralld. In this dion
the achitedure of the robds is discussed in terms of its functional modality. The next
sedionwill discussthe passble functional implementation onthe neurondl level.

9.3 The neuronal architecture

In this dion the neurond architedure of the language formation will be discused. It
focuses on the neuronal plausibility of the theory proposed by Steds on sdledionistic
language formation. The discusson shoud also be valid for the meaning credion, as
well as other approades to seledionistic systems cgpable of adapting other behaviours,
as discussed for example in [47]. Moreover, the resulting discusson shoud be valid for
the origination d cognition (or intelli gence) in generd, likeit isdiscussed in [42). There
are more views on the theory of neuronal group seledion [4], bu they will not be
discussed in this chapter.

This sdion first extrads the feaures of the language formation that a wnredionistic
framework shoud lean (sedion 9.3.). Then it is discussed why the standard neuronal
network theories are nat likely to be alequate of adapting languages sledionistic in the
way Steds has proposed (sedion 9.3.2. Sedion 9.3.3 biefly summarises the neuronal
theory introduced by Edelman [15] as a more promising modd. In sedion 9.3.4a
hypatheticd model for language formation will be introduwced. And findly, in sedion
9.3.5s0me mncluding remarks are being gven.

9.3.1 What aretheimportant featuresfor a neural network?

The first sub-question that | will answer is. what do we want the neura network to
lean? My main concern is how the mechanisms of the language formation, investigated
here, can be modelled in a mnredionistic modd. The system of language games shoud
be, | think, a hybrid system of some procedura systems that will do at least the
following: (1) Choose atopic, (2) extrad perceptua feaures, (3) form distinctive feaure
sets, (4) encodes - and (5) deades expressons, and (6) adapt to new associations. In the
remaining part of this chapter | will concentrate on processes (4), (5) and (6). In this
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sedion | will try to extrad the main feaures of these processes that are necessary for the
construction d a neura network. The network that neels to be nstructed resides in
every agent. It shoud betrained duing red-time interadionwith its environment. Let us
first focus onwhat neals to be leaned.

The neura network needs to be trained to encode the distinctive fedures from the
lexicon and to ouput an expressonif the agent is the spedker. If the agent is the heaer,
then this same network needs to be trained to decde a set of fedures from the
expresson. So we neead a network which is capable of processng redprocdly, athough
nat both a one time. Furthermore, the network needs to have aleaning medanism
which simulates the natural seledive medanisms propcsed by Steds [46]. This is the
most important feaure of the network, becaise it is the way the system is evolving in a
red-time fashion. The training shoud yield a network that represents the lexicon,
together with the use and success sores of every entry.

So we need anetwork that is adequate for doing the foll owing things:

1. In the spedker's task the network gets as inpu a series of feaures {fy,...f.}, and
the network shoud map these feaures to a series of words {wy,...wp} that it
encoded.

2. In the heaer's task the network gets as inpu the words gpoken by the spedker,

and the network shoud map these words to get as output the set of feaures it

dewded from the expresson.

There must be amechanism for the evaluation d the type of success

Every time alanguage game had taken pace the network has to be trained

acaording to the rules given in the previous sdion. This way the network

shoud adapt to new asciations, and construct the seledionistic strength of
these associations.

Bk w

Four types of adaptations shoud beinvolved:

1. When a new word-meaning (w-m) pair is creaded by the speker, or a new
asociation is made by the heaer, then the network shoud lean this new w-m
pair with a successfador s=0 and a use fador u=0.

2. When thereisamismatch between the distinctive fedure set and the uncovered
feaures, then ony the use fador u needs to be updated for every word that has
been used. The ayents also make new associations with s=u=0.

3. In case of success the network needs to reinforce for every word that was used
succesgully both the use- and the successfador.

Here | shodd comment on a few things. First, the determination d success $ioud be
dorein a hybrid subsystem of the system. Seaondy, the use- and successfadors sroud
be implemented somewhat like weight fadors. And finadly, the leaning medanism
shoud be implemented as one or more function(s) that will i ncrement the use- and
success fadors as if they were popuations. This leaning mecdhanism shoud also be
cgpable of storing new w-m pairs.

| think we now have outlined what the network shoud do.In the next sedion | shall try
to identify the processes dated above with processes of well-known neura networks.
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9.3.2 Problemswith ordinary neural networks

In identifying a suitable ‘ordinary’ neural network for the seledionistic goproach o
sdf-organising languages, 1 got stuck on the fundamentaly different nature of most
leaning mecdhanisms used in these ‘ordinary’ networks. This was becaise they al work
highly distributed in nature. With ‘ordinary’ neural networks | mean networks that are
commonly used for unsupervised leaning: self-organising networks which use for
example Hebbian learning, Competitive learning or Information Theoretic models. In
these networks the neurones are updated duing leaning as sngle neurones, whil e their
representation d the concepts are distributed. So, these cncepts can hardly represent a
popuation.

Although many of these networks may be caable of simulating the task (i.e. they all
may be capable of adapting a self-organising vocabulary), the medanisms they use to
map the inpu onto the output are too dfferent from the medhanisms introduced by
Steds. The principles of ordinary neural networks are totally different from the
algorithm used by Steds. If we let the weights of the network represent the success sore
values, we shoud have aoneto-one mapping of word-meaning pairs which is not
norma in dstributed networks. In ardinary networks, the representation d the informa-
tion-cariers of a word o concept is highly distributed throughou the system. The
representation o concepts (or word-meaning pairs) used by Steds are lessdistributed. If
one, however, strongly oppases to the ideaof |etting the synaptic weights of the network
represent the use/successscores, ore would get a fundamentally diff erent representation
of the vocabulary and their use/success ores. The oppaition to the propasal to let
these scores be represented somehow by synaptic weights, thus representing w-m pairs
is very much arguable. The aitiques can say that the distributed representation o
concepts is a fundamental feaure of conredionistic systems [36]. Due to the mentioned
differences in representation, the ordinary networks are nat adequate to adapt the
language in the seledionistic way as propacsed. So, it is nat likely that we can find an
ordinary neura network that is adequate for the formation d a language & hypaothesised
by Steds. We need a neural network that is adequate for representing popuations of a
concept in order to be seledionistic in the sense of Darwinian models.

Therefore | will discussancther type of conredionistic modd. Steds [42] is referring
to Darwinian neura networks, introduced by Edelman [15], for explaining the biologicd
plausibility of his theory. Haykin [23] explains the Darwinian model as a sdedive
leaning model that presuppases that the nervous s/stem operates by way of natura
sdledion. This natural sdedionistaking placein the brain and duing the lifetime of an
animal. According to this theory, the basic operational units of the nervous g/stem are
not single neurones but rather a group d interconreded cdls. Darwinian sdedive
leaning is different from the learning algorithms commonly used in neural networks.
l.e. it assumes that there ae many subretworks, and that only the subretworks with the
desired resporse ae seleded duing the training process[23].

In the next subsedion | will explain the principles of the Darwinian seledive leaning
method in greaer detail. After that we ae supposed to be ready to formulate an
implementation d a self-organising vocabulary in such a network, which | will doin
sedion 9.3.4.

88



9.3.3 Theory of neuronal group selection

In this section | will give a summary of the main principles of the theory of neural
group sdlection as is proposed by Edelman [15]. Although Edelman does not really
discuss the subject in detail, | will focus on the interest of this research: language. The
theory of neuronal group selection tries to bring up another view of the theories that
have been exploited on the neurona workings of the nervous system, and especialy the
brain. In contrast to other theories Edelman tries to explain the information processes in
the brain not by actions of single neurones but by the dynamically organising of indivi-
dually variant groups of neurones [15]. These groups then behave like populations as in
the theory of natural selection in evolution proposed by Darwin [10].

The theory makes three fundamental claims. In the words of Edelman:

"(1) Diversification of anatomical connectivity occurs epigeneticaly during
development, leading to the formation of primary repertoires of structurally
variant neural groups... (2) A second process occurs during postnatal behaviour
though epigenetic modifications in the strength of synaptic connections within and
between neurona groups. As a result, combinations of those particular groups
whose activities are correlated with various signals arising from adaptive
behaviour are selected. This selection occurs within the primary repertoire, and it
results in the formation of a secondary repertoire consisting of functioning groups
that are more likely to be used in future behaviour. Neurones in neuronal groups
are populations, and repertoires form higher-order populations. And (3) coherent
temporal correlations of the responses of sensory receptor sheets, motor ensembles
(like speech), and interacting neuronal groups in different brain regions occur by
means of re-entrant signalling. Such signalling is based on the existence of
reciprocally connected neural maps. These maps link the secondary repertoires
that emerge dynamically as a result of the selective behaviour of the sdlective
developmental events and the synaptic selection mentioned above, and their re-
entrant interactions maintain spatiotemporal continuity in response to real-word
signas." [15].

The formation of the primary repertoire during the development of a species is thus
co-ordinated by genetically based foundations, but it is a'so evolved through means of
natural selection. The result of the formation of primary repertoires is a configuration of
initial local maps, which can be functionalised during the formation of the secondary
repertoires. | will not discuss the development of the primary map, because in an Al
application the developer should do this formation. So, for our purpose this process is
not necessarily explainable in biological terms.

The formation of the secondary repertoire is more interesting, because it explains the
modification of the network at the synaptic level. Unlike most ordinary theories of
neural networks - where the synaptic weights are modified either post-synaptic or pre-
synaptic -, the synapses are modified at both post- and pre-synaptic levels. Post-synaptic
modifications are fundamentally short-term modifications, and are caused by correlated
activation of different dendritic synapses in one neurone. Post-synaptic modifications
form the primary basis for neurona group selection. Pre-synaptic modifications are
essentially long-term modifications and determine the functioning of a whole neurone.
These modifications are caused by fluctuations in the strength of the long-term
potentiation of the neurone, and regulate the level of neurotransmitter release. The
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modificaions on reuronesin agroupare strongly correlated to ead aher, dueto latera
conredions which causes overlap and competition. Furthermore, they are strongly
correlated to signals that re-enter the locd map by re-entrant conredions. The formation
of groupsis, thus, adynamicd interadion ketween competing groups and their input and
re-entrant signals.

The re-entrant maps are to corrdlate signas to and from functionaly different locd
maps, as wel as within the same locd map. This correlation is to keeg the
gpatiotempora organising of functiondlities in order. 1.e. the neurona organisation d
procedures and caegories is kept in arder by re-entrant correlations [15]. The whale sy-
stem of a cetain functiondlity, like the information processng of language, is gructured
by a set of (more spedfied) locd maps. These locd maps, together with their re-entrant
connedions, congtitute agloba map.

According to the propasals of Edelman, representations in a global map (i.e. the whde
system for processng a cetain type of information) are procedural. This means that
memory in the system constitutes a procedure of recdegorization in which particular
output may be adieved repeaedly by many different (degenerate) combinations of
groupadivity. “Memory is gored as aresult of aterations of synaptic strengths. It leads
to conredions of whae systems or popuations of neurona groups respondng to unque
feaures, with separate popuations of groups ading to correlate feaures and yielding
more or less invariant resporse.” [15]. The wlledion d global mappings with such
memorial properties provides the main hesis for generalisation and caegorisation,
enhancing the paosshilit y of adaptive leaning as sich maps are linked to hedonc centres
(i.e. the centres that provide abasis for the assgnment of value). [15].

Summarising, we can state that the theory of neurond group seledion dfers a neura
theory that constitutes several locd maps. These maps are functiondly defined by the
dynamicd formation to groups of neurones through seledive modficaion d their sy-
napses in resporse of input- and re-entrant signals. Moreover, these neurona groups are
represented as popuations. The whade system is organised in a set of globa maps in
which the @ncept of memory is represented as a procedure of caegorisation and
generdisation. The system is cgpable of interading with ather spedesin arder to evolve
awhde society by the means of natural seledion. A schematic summary of the theory is
giveninfigure9.2.

In my am of constructing a neura network system adequate for adaptive lexicon
formation, we shoud construct a global map consisting of several locd maps in the
primary repertoire. Each map shoud have its own functionality and shoud be mnreaed
with ather maps for re-entry. The rules for updating synaptic weights within alocd map
and between re-entrant maps oud be twofold: (1) pre-synaptic and (2) post-synaptic.
This makes the system sdledive in the Darwinian sense. In the next sedion | will
propacse such anetwork in asimplified way.
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Figure 9.2. A schematic illustration of some interactions between evolution (the GRAND LOOP)
and various developmental constraints imposed by epigenetic events and by somatic neuronal group
selection (SVIALL LOOP). Adapted from [15].
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9.3.4 Language formation through neuronal group selection

In this section | will propose a model based on the theory of neurona group selection
for the adaptive lexicon formation through self-organising. | will do so by introducing a
simplified architecture of neuronal maps (figure 9.3). Each map is thought to represent a
part of the lexicon (formation). The maps can interact with each other by re-entrant
connections. In all maps the neurona groups represent information. In the model |
propose, each agent would be able to adapt a language through interspecies interaction.
Furthermore, this modd could be used for smilar systems like adaptive meaning
creation, phonetic formation, level-formation and for the formation of intelligence in
genera, as proposed in [42] and [47]. Like in our robotic experiments, only meaning
creation is integrated. Thus, the model will be a genera-purpose neural network. The
model is developed in analogy with the modelsintroduced in [15].

expression «————————————————————————————— N expression
al: hearer 1 a2: speaker
— BN O I L
L ‘ L
W W
1 ¢ I
M ; M
F L] DF ] | F .1 DF 1
\/ Haf o Haf
Hh FD ] - | Hh FD ]

environment environment

Figure 9.3 The architecture for a neuronal group selection based language formation in two agents.
Each agent has a global map that consists of local maps for the lexicon (L) that is divided in words
(W) and meaning (M), the distinctive feature sets (DF), a decoded feature set (F) and a map for
feature detectors (FD). Three hedonic maps (Hh, Hs, Hdf) are also interconnected. In a language

game between speaker and hearer, the continuous lines are active, while the dashed lines are
inactive.
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As we saw in paragraph 9.3.1, we need a network that: (1) Is capable of encoding a
digtinctive feature set for the right choice of an expression. (2) Is capable of decoding an
expression in adistinctive feature set And (3) will allow the system to adapt a lexicon on
a sdlectionistic manner. Hereto | propose a set of eight local maps. Figure 9.3 gives a
schematic view of the proposed architecture. This figure represents two agents that are
participating in a language game; the maps that | propose to involve the language
formation are shown in each agent. Continuous lines are active in an agent according to
itsrolein alanguage game, as shown in the figure. The discontinuous lines are inactive.

| propose two maps (W and M) for the storage of w-m pairs, and the en- and decoding
of these pairs. These maps represent the lexicon, and can process information
reciprocaly. Re-entrant connections serve the adaptation of the language. Another map
will have a long-term storage of feature detectors (FD). From this map a temporal
storage of distinctive feature sets can be determined (DF). A hedonic system (Hpg), i.e. a
system that assigns a value to a certain process, is connected to these perceptual mapsin
order to adapt meaning as in [43]. These three maps form the core of perceptual
grounding. Another map in the proposed architecture is active when the agent is a
hearer. This map has a short-term representation of decoded features (F). This map
serves to compare, together with another hedonic map (Hy,), these decoded features with
the map of distinctive feature sets. The results of this hedonic system re-enters signals to
the maps that form the lexicon, in order to adapt the lexicon appropriately. This hedonic
map aso sends a signal through interspecies communication to another hedonic map
(Hy) that is active in the speaker (fig.9.3).

The configuration of maps, as shown in figure 9.3, resultsin a global map that must be
capable of perceptual grounding and lexicon formation in a selectionistic way. All maps,
except maybe the hedonic systems, must be large enough to represent certain concepts,
like words for instance, as neurona groups. These maps must have feedforward
connections with other maps in order to select associations by self-organisation, thus
forming a lexicon. Lateral connections between neurones in a map must cause the sdlf-
organisation of group selection and competition. Constructing excitatory connections to
nearby neurones and inhibitory connections to neurones further away can accord for this.
Group formation then emerges by way of synaptic modifications. As mentioned, the
post-synaptic modifications will serve the short-term group selection. Long-term
potentiation of certain neurones will cause pre-synaptic modifications, which, in turn,
cause successful connections to become long-term representations.

In the remaining part of this section | will describe the system in more detail by
explaining the processes during the playing of a language game. Without further
reference, | will refer to figure 9.3 during the explanation; this will make the process
Clearer.

When two agents engage in a language game, they first have to delineate the context of
the conversation by means of perception. Therefore, the objects in this context are
perceptua grounded. So, both agents look in their surroundings, which causes certain
neurona groups in the FD map to be active. These groups represent the features of the
objects. Then both agents determine the topic of the language game (thisis not shown in
the figure). If the topic is determined, the FD will send its activated signals to the DF,
where discrimination of objects takes place. The Hpr will determine the success of the
discrimination. If thisis not successful, then re-entrant signals to the FD will cause the
FD to refine their feature detectors in new groups. The groups that are activated
successfully in the DF, make connections to map M in the speaker (a2). This will
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activate neuronal groupsin M, which represent the features that are activated by the DF.
It may well be possible that maps DF and M can be integrated into one map, but for
clarity reasons | have divided these maps. In case this is possible, however, map F aso
needs to be integrated so an interna process in the resulting map can compare the
activated groups. | will not discuss this integration further, instead | will continue the
language game. The neuronal groups that are now active in M will send excitatory
signalsto W. In W these signals cause associated neurona groups to be activate. Groups
that represent the largest populations now will be most activated. A process of the
winner takes all now causes the speaker to select the most successful used association,
which it expresses to the hearer.

When the hearer receives the expression, thiswill cause the right neurona groupsin W
to become active. Activation of entries in W will, in turn, activate associations made
with M, yielding a set of active neurona groups in F representing these features. Re-
entry with DF from F, will compare these maps in terms of equal features. This
comparison yields a signal to hedonic system Hy, which evaluates the type of success of
the language game, and will send appropriate re-entrant signals to W. By means of
norma communication, these signals are also sent to Hs in the speaker, which, in turn,
will send appropriate re-entrant signals to map W of the speaker. These re-entrant
signals now must selectively adapt the lexicon of both agents appropriately, according to
the mechanisms explained in chapter 3.

Although | have not worked out this adaptation in detail, | will outline the steps that
need to be taken in order to form alexicon. Where possible, | will also make suggestions
how this may be implemented.

1. The speaker could not encode the distinctive feature set. A new word-meaning
pair needs to be created. This may be implemented by exciting a region in map
W that has not been used yet. Or a region that aready turned out to be
unsuccessful, thus degenerating the association it represented. This region then,
somehow, must represent aword. At the same time connections are made with
meanings that are till active in map M. This association must represent a very
small population, so the group must be small. This group can be formed by
small post-synaptic modifications to the association by excitatory re-entry into
M. Small excitation of lateral connections within W can pre-form the group
that will respond with the word it formed.

2. The hearer could not decode the expression in afeature set. The hearer needs to
make a new association with the expression of the speaker that it hasin W and
the active features in M. This may be done by an excitatory signa from the
active group in W to the active groups in M. Causing post-synaptic change in
M. The speaker, in turn, has to increment the use factor. This raises a
fundamental question that | have not answered yet. Are use and success
popul ations separately represented in agroup, or are they integrated in a group?
| suggest the latter solution may suffice. In that case, the re-entrant signal from
Hs to W and M may be inhibitory, causing the strength between the
connections to decrease.

3. There was a mismatch in meaning. The hearer makes a new association in the
same way as described above. Both the hearer and the speaker increment the
use but not the success. This may also be implemented as mentioned above.

4. The language game was a success. Both agents send excitatory signals to the
still active associations. Thus, the group will increase due to post-synaptic

94



modificaions in the lateral and feedforward conredions within and between
the neurona groupsin bah maps W and M.

Some mmments may be in pacehere. (1) If an aswociation will be used often, while
there is no success inhibitory long-term patentiation will cause this association to de
out by pre-synaptic modificaions. (2) On the other hand, if the aciation is used
succesdully for a longer time, then long-term excitatory patentiation will i ncrease the
neuronal group popletion by pre-synaptic changes. (3) | think the propacsed inhibition
for increasing the use and nd the success will yield the same result as updating them
separately. Separate updating of the use and success would require two dfferent
channels, or groups, for every association. | think thiswould na be so efficient.

Summarising, | have propased a hypatheticd architedure for the seledive language
formation as in [46], based on the theory of neuronal group sdedion introduced by
Edelman [15]. Thisiscf. the suggestion made in [42]. The achitedure is hypotheticd in
the sense that it is theoreticdly based on the theory of neurona group seledion; no
experiments have been caried ou. The modd consists of a global map conreding eight
locd maps together in order to be caable of seledive language formation. Both pre-
and past-synaptic modifications and re-entrant conredions between locd maps cary out
group seledion. Evaluation d succesfulnessof conversations is processed by hedoric
systems, as suggested in [15]. The evolutionary processes of the language will be driven
by interspedes interadion, causing cultural seledion.

9.3.5 Conclusions and futureresearch

In this ®dion | have dore theoreticd reseach on the neurona plausibility of the
hypathesis on the origins of language & propased by Steds [46]. Though, a lot of
reseach still has to be dore on the sdlf-organising adaptive language formation in
symbalic experiments [47]. These experiments are aurrently been caried ou at the Al-
lab for the formation d alexicon, syntaxis and phomtics on bdh robaic and software
agents. A lot more reseach also neals to be dore on the neurond plausibility of the
hypathesis described in [46]. This sdion may be a first and smal attempt.
Implementation d the neuronal group seledion for language formation is a main
attempt for futurereseach inthisarea

Due to the unary methods of synaptic adjustments in ordinary neurona theories,
combined with their views on reurones as sngle units and the lad of re-entrant signals,
these theories do nd seem very promising in modelli ng Steds method. Therefore | have
argued that the theory of neuronal group seledion [15] isamore promising modd. This
theory propases groups of neurones as popuations. These groups could represent word-
meaning pairs as competitive etities in an agent. In the evolution d a wherent
language in a society of agents, natural and cultural seledion will be the seledive force
on the formation d these neuronal groups. The theory describes three fundamental
principles for seledionistic adaptation d behaviour (like, for example, language): (1)
The formation d a primary map, which is due to epigenetic seledion. (2) The formation
of a secondary map by means of inter- and intraspedes interadions, and bah pre- and
post-synaptic adjustments. And (3) re-entrant conredions between functionally diff erent
but dependent neuronal maps.
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According to the theory of neuronal group seledion, | have proposed a modd that
shoud be aequate in evolving a sdf-organising language & an emergent principle
through seledion. The developer shoud cary out the first fundamental principle of
neurona group seledion. He/she must develop the achitedure of maps, together with
the primary re-entrant conredions and the rules for synaptic modificaions. The second
principle will emerge through the processes of playing multi ple language games and the
rules that are governed by the theory of neuronad group seledion. The language
formation by means of language games are bath inter- as intraspedes processs. Thirdly,
re-entrant connedions will be formed initialy by the developer as the primary principle.
They will be strengthened o weegkened by the whadle processof interadion.

| have given arough outline of a @mnredionist modd that could integrate the theory of
neurona groupseledionwith the hypathesis of the seledionistic adaptation d language.
Both theories, however, have not even been proven. It may, for example, turn ou that
some other neuronal theory may be alequate to serve the language formation. The
model | propased must be worked out in greder detail before implementation can be
possble and experiments can be caried ou. If, hovever, the @mnclusons made by
Edelman prove to be valuable, then this theory seansto be apromising one in arder to
test the hypathesis made by Steds.

9.4 Conclusions

In this chapter the agnitive plausibility of the system has been dscussed on two
different levels: (1) on the functiondl brain-behavioura level, and (2) on the neuronal
level. Under (1), the robdic achitedure has been discussed and compared with
cognitive achitedures of brain-behaviour models. And undr (2) the theory of language
formation is compared with the theory of neurona group seledion introduced by
Edeman [15].

We saw that, athough the robds are fundamentally different from human beings, the
functional architedure of the roba looks like the functiona architedure of the human
brain. The achitedure of the robas, however, is much less complex than the human
brain, which is natura, since humans gill have much more cmplex cognitive cgadties
that any roba. But we @uld seethat the cgadty of the robasto communicae and form
alexicon made the achitecdure more complex and, gua structure, more or less dmilar to
that of the human brain.

In sedion 9.3the theory of language formation is described in terms of neuronal group
seledion. We saw that that theory was cgpable of adapting alanguage on aseledionistic
base. Thereis, however, much critique on the theory of neurona groupseledion. One of
which argues that Edelman’s theory is nat Darwinian in that there is no form of
replicaion, which is one of the main principles of Darwin’s natural seledion [53]. The
propased theory in the former sedion may be integrated with anather theory of group
sdledion that is propcsed by Changeux et.a [4]. | think their theory does resolve this
problem better.

In general, we muld conclude that the system that evolved in the murse of this projed
has a biologicd plausibility, becaise the system has properties of the human brain. And
it could beimplemented in a @nnedionistic model that, at least to some extent, explains
the neurologicd medhanisms of the brain.
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10. CONCLUSIONS

This thesis described the implementation of a self-organising grounded lexicon
formation as was introduced by Luc Steels (see e.g. [40][41][44][46]). Experiments
are carried out with this implementation and the results have been reported (see aso
[48][51]). At the beginning of this thesis, a summary is given of the most influential
theories of the evolution of human languages, as well as a detailed description of the
approach that is been studied at the Al-Lab in Brussels. A detailed description of the
experiments and their implementation has been given in the middle section of this
thesis. Results have been discussed in chapter eight. Finaly, the preceding chapter
discusses the cognitive plausibility of our approach. In this chapter | will give some
concluding remarks on the experiments that have been done. | will also give a
summary of future research that is till needed on the robotic implementation of
language formation.

The approach that we follow in the research on the origins of language is a
selectionistic one in a cultural sense. It is based on three basic mechanisms:
generation, propagation and self-organisation [46]. The robots ground the language
themselves, according to the theory described by Luc Steels [43]. This grounding,
also, is selectionistic. The basic mechanisms of this grounding are the same as for
language formation, except the propagation, which is not used in grounding. The
robotic agents thus ground the meaning of objects individually. The formation of the
language then evolves culturaly. All the mechanisms were implemented in robotic
agents, in order to enable them to communicate (or engage in a language game). This
ability is our main physical assumption [51]. We did not focus on the question how
communication itself may arise.

So, summarising, our goal was to implement a communication system that had to
ground language from scratch. The resulting experiment addresses two fundamental
guestion on the origins of cognition [51]: (1) How can a set of perceptua categories
(i.e. a grounded ontology) arise in an agent without the assistance of others and
without having been programmed in. And (2) how can a group of distributed agents
which each develop their own ontology through interaction with the environment
develop a shared vocabulary by which they can communi cate about their environment.

In chapters six and seven we saw that the implementation of the communication
processes was extremely difficult. The communication, which is described as a
language game, is conditioned by a lot of physica constraints. In contrast with
simulations, as described in e.g. [43][46], this experiment has to deal with the physical
world. A physical world that, although the environment is closed, continuously
changes. Changes in temperature, light circumstances, physical states of the agents
etc. can influence the environment enormously. The dynamical approach of the
sensory-motor behaviour, though, is capable of dealing with these constraints. The
developed protocol, which was defined in chapter seven, also deals with constraints
that are put on the experiment.

The hardest part of the implementation was the search by the robots for each other at
the onset of a language game. The synchronising of the distributed agents was also
very difficult. The perception and lexicon formation, although not easy, was less
difficult because the algorithms were more or less given. The search of another agent
uses the active IR-module, and the method of IR-taxis and -orientation. Synchronising
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isadieved by sending radio signal whenever a cetain transition in the other agent has
to take place The robas rotate aoundtheir axis in order to buld a temporal map o
their (immediate) surroundngs. Discrimination games and reming games are used for
the grounced language formation.

The implementation yielded a system of two agents that could be in three modes:
regular exploration mode, spesker mode and hearer mode. In the spe&ker mode, the
agent first seaches the heaer, then it scans its surroundng, after which it grounds
meaning for the topic and decodes an expresson. The heaer, onthe other hand, first
waits until the speaker has foundit, then it aligns, scans the surroundngs, determines
the topic, grounds its meaning and encodes the epresson. Finaly the heaer
determines the successof the language game. This g/stem is robust in the sense that it
jumps to the regular exploration mode, whenever a particular state in the other modes
falls. Andit doesfail sometimes.

The experiments reveded failuresin (1) theinitiation d alanguage game, (2) the IR-
taxis and -orientation, (3) the map bulding, (4) topic determination, (5) discrimination
of objeds, (6) the formation d language, and (7) the synchronising by radio-link. So,
failure occurred at al | evels of the system. Failure (1), however, occurred most of the
times. This was caused by the method ky which robds initiate communicaions, as
well as the failures in making radio contad. This diredly brings us to the follow upin
terms of number of fail ures. Theradio contad did na always work properly. This may
be due to the build-in urreliability of the system. Next, falure (4) occurred qute
often, which is probably due to the uncertain relations of the IR modue in terms of
refledions and nase of the IR. The same reasons can be brought up for failures (2)
and (3) which are the next in row. Failure (6) mainly occurred as a 'by product’ of
failures (4) and (7), as well as me small errors in the implemented algorithm. The
latter reason is aso cause of tiny falures in (6). Despite the mentioned fail ures, the
system works well enough to show that a grounded ortology, as well as a shared
vocabulary arose in robaic agents during the experiments.

Although we think that the results of these eperiments are an important step
forward in the ALife gproach towards the origins of cognition, a lot of work still
needs to be dore. We ae aurrently working on (1) the refinement of this g/stem, (2)
the adual implementation d the formation d spatial categories, (3) the groundng and
lexicdisation d other objeds, situations, adions and interna states, and (4) the
integration with experiments that uses vision as the primary sensory experience [51].
Detail s for the first two experiments are drealy discussed in grea ded in this thesis.
The third option concerns initially, the groundng of adion. There the robads have to
match observed adions with internal states. The fourth experiment is currently being
developed. Theideaisto use two cameras attached to a PC-network as the two agents.
The canera can move and follow aroba. The canera agents then identify the topic as
being the objed that is closest to the roba. The language games can thus be held.
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